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ABSTRACT Due to the accelerated growth in the field of power electronics and controller design techniques,
the usage of the active magnetic bearing has picked up in industries. Active magnetic bearing helps the
rotor to rotate freely without any physical contact. In brief, this paper develops a model of an active
magnetic bearing using the finite element method, and its associated reduced order model, followed by
the development of a robust control strategy. COMSOL software is used to perform three-dimensional
simulation of an active magnetic bearing system. The state space system matrices are extracted from the
finite element method, and a linear time-invariant state-space system is generated in MATLAB. Since the
original system is large, the reduced order model is constructed. Then, based upon the reduced order model,
a sliding mode control is designed to improve the regulation performance of an active magnetic bearing
under unmodeled uncertainties. The stability analysis of closed-loop reduced order model with unmodeled
uncertainties guarantees the finite time convergence of system states using Lyapunov theory. Further, it is
proved that the same control law will also provide satisfactory performance for the original model using
the reduced order model as an observer. The numerical simulation is carried out to illustrate the effective
performance of the proposed controller for the reduced model as well as the original model with multiple
initial conditions. The proposed work offers an alternative approach of using the reduced order model instead
of the original model for the controller design of an active magnetic bearing.

INDEX TERMS Active magnetic bearing, finite element method, full order model, 3D simulation, model
order reduction, reduced order model, sliding mode control, finite time convergence.

I. INTRODUCTION
Active magnetic bearing (AMB) is a bearing technology
where magnetic forces support the rotor without any physical
contact between the rotor and the static support structure.
AMB has numerous advantages over conventional bearings
like being contactless, lubrication free, wear free, high speed
and having reduced vibration [1]–[3]. Due to the development
of state-of-art technologies in power electronics domain com-
bined with advances in control algorithms, the application of
AMB in the industry has increased.

Along with that, with the rapid advancement of pow-
erful computational tools in recent years, the significance

The associate editor coordinating the review of this article and approving
it for publication was Bin Xu.

of numerical simulations has been escalated immensely.
There are different numerical techniques for modeling and
analysis of AMB like finite element method, finite differ-
ence method, boundary element method, etc. In the case
of magnetic field analysis in AMB systems, Finite Element
Method (FEM) has been preferred [4]–[6] for its flexibil-
ity and versatility. The simulation analysis for three and
four coil AMB using FEM has been shown in [7]. There
exist various FEM software for simulating AMB e.g., COM-
SOL [8], ANSYS [7], [9], etc. are some of them. In [10],
a design procedure and optimization of AMB geometry with
the effects of eddy current is presented. The FEM technique
converts an inherently distributed parameter system given by
partial differential equations (PDE) to a system of ordinary
differential equations (ODE). Although ODE is easier to
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solve than PDE, due to a large number of ODEs usually
encountered in FEM, it gets computationally heavy. There-
fore, Model Order Reduction (MOR) [11], [12] is applied
in order to reduce the computational burden and to preserve
the system properties. The Reduced Order Model (ROM)
thus obtained not only decreases the simulation time but also
makes controller design easier [13].

On the controller aspects, different types of algorithms
have been developed and implemented to control the AMB
system over the years. In [14], a hybrid controller based on
state feedback approach is developed, and gains are cho-
sen by LQR method. A state based disturbance observer is
introduced in [15] for nullifying the mismatched uncertainty.
A Kalman estimation based decoupled controller is designed
and used for controlling a 5-DOF AMB system in [16].
In [17], an adaptive algorithm for the shaft control of the
AMB system has been proposed. A neural network based
control has also been applied to the AMB system in [18].
The control of vibrations due to unbalance force has been
discussed in [19]. A model predictive based controller is
implemented in a single axis AMB system in [20]. For AMB
with flexible rotor system, the sliding mode control (SMC)
has been designed to nullify the nonlinear effects presented
in [21]. Also, in [22], a second-order SMC for the AMB
system has been discussed. In the aforementioned papers,
only approximate analytic equations are considered for the
controller design, whereas in the proposed work, AMB is
modeled through FEM to get a realistic model. Then it is
reduced tomake it suitable for the application of the controller
design. Recently, self-sensing AMBs that does not require the
use of sensors has also been an active area of research [23].
In this paper, the proposed control strategy also does not
require the sensor information.

The main contribution of this work is stated as following:
• Finite element modeling is implemented for AMB using
COMSOL software to generate the state-space model.
Model order reduction of the generated state-space
model is achieved using balanced truncation method.

• The neglected states in the reduction process give rise
to the unmodeled dynamics with a known bound. These
are taken as uncertainties in the overall control strategy.

• Since the FEM based full order model (FOM) is large,
the control strategy involves the designing of the SMC
for the reduce order model (ROM), but its implementa-
tion is done on the original FOM. The control strategy is
shown to be robust to the unmodeled dynamics or uncer-
tainties in the system.

• Moreover, the proposed SMC technique is designed for
finite time convergence of ROM states to the origin.

• It is also established that the ROM can act as an observer
for the original FOMmodel, thereby giving the complete
state information to the controller rather than one or two
positions measured by the sensors. In other words,
the control strategy doesn’t require the sensor informa-
tion leading to sensorless control.

This paper is organized as follows: In section II, a brief
working principle and FEM modeling of an AMB system

with eddy currents are described. In the next section, balanced
truncation based MOR techniques for the AMB system is
presented. Section IV discusses the unmodeled dynamics
generated due to MOR and its integration in the overall
modeling strategies of the AMB. Then in section V, a linear
sliding mode control is proposed for ROM to compensate
the effects of unmodeled dynamics taken as uncertainties of
FOM and the stability analysis is carried out by Lyapunov
theorem. In section VI, the applicability of the proposed
MOR based control to the original large order system is
established. The numerical simulations of the COMSOL
model and the performance comparison between FOM and
ROM are presented in section VII. Finally, the conclusions
are drawn in the last section.

II. WORKING PRINCIPLE & FEM MODELING OF AMB
The essential part of AMB consists of an electromagnet,
rotating load, amplifier, a gap sensor, micro-controller, etc.
In general, the rotating load levitates with the help of the
biased current, which also compensates the weight of the
rotor. During the movement of the rotor, if it is dislocated
from the central position, then the controller action comes
into play. The controller generates a control signal with the
help of measurements of the gap sensor. Then power ampli-
fier boosts the control current, and the applied current restores
the rotor position. Fig 1 represents a basic diagram of AMB
with all components included [24].

FIGURE 1. Basic diagram of a typical AMB [24].

The FEM modeling of AMB can be classified as in equi-
librium point and displaced position. The equilibrium posi-
tion refers to the undisturbed position of AMB, where the
rotor rotates without any axial vertical displacement, and
the controller remains idle. The total input current in the
model consists of bias current I0 and control current Iy. First,
we describe the modeling of AMB for the equilibrium posi-
tion. The magnetic flux density in equilibrium can be written
as B̂0 = curl Â0, where Â0 is the magnetic vector potential
and B̂0 is magnetic flux density due to bias current I0. The
curl Â0 is defined as:

curl Â0 =

∣∣∣∣∣∣∣∣
i j k
∂

∂x
∂

∂y
∂

∂z
Â0,x Â0,y Â0,z

∣∣∣∣∣∣∣∣ . (1)

VOLUME 7, 2019 113325



S. Saha et al.: Reduced Order Modeling and Sliding Mode Control of AMB

The electromagnetic behavior of AMB is defined by
Poisson’s equation

curl
(
1
µ
curl Â0

)
= σ

(
∂Â0
∂t

)
+ J0, (2)

whereµ is magnetic permeability, σ is electrical conductivity
and J0 is the current density due to the bias current. The
generated force from the magnetic flux density in equilibrium
can be given using Maxwell stress tensor as [25], where n is
the unit outward normal vector of the integration surface S

F0 =
∫
s

(
1
µ0

(
B̂0 · n

)
B̂0 −

1
2µ0

B̂20n
)
dS. (3)

The magnetic flux density is dependent on the control cur-
rent Iy and displacement y. Therefore, generated force also
becomes a function of Iy and y. The generated force helps the
rotor to stay in equilibrium position by balancing the load as

F0 = mg, (4)

where m is the mass of the rotor and g is the gravity.
The modeling of AMB for the general displaced position

is presented next. The entire analysis of AMB is considered
to be linear. The magnetic flux density in displaced position
can be given as B̂ = B̂0 + B̂y = curl (Â0 + Ây), where
Ây is the magnetic vector potential and B̂y is the magnetic
flux density due to an impressed control current density Jy,
corresponding to an input control current Iy. For the displaced
position electromagnetic behavior is defined as

curl
(
1
µ
curl (Â0+Ây)

)
=σ

(
∂(Â0+Ây)

∂t

)
+ J0 + Jy. (5)

The generated force can be presented as [25]

F = F0 + Fy =
∫
s

(
1
µ0

(
B̂ · n

)
B̂−

1
2µ0

B̂2n
)
dS. (6)

The motion of the rotor around y axis is defined as below

F = mg+ m
d2y
dt2
= F0 + m

d2y
dt2

. (7)

The bias current nullifies the weight mg of the AMB sys-
tem and control current helps for the dynamic movement of
this system. Now, subtracting out the equilibrium conditions
(2), (3) and (4) from the total expressions (5), (6) and (7),
we get the equation for displaced state of the rotor as

curl
(
1
µ
curl Ây

)
= σ

(
∂Ây
∂t

)
+ Jy, (8)

Fy =
∫
s

(
1
µ0

(
B̂y · n

)
B̂y −

1
2µ0

B̂2yn
)
dS,

(9)

Fy = m
d2y
dt2

. (10)

Recalling that AMB is an electro-mechanical device,
the electromagnetic and mechanical models can be picturized

FIGURE 2. Basic structure of AMB.

as shown in Figure 2 to obtain the overall model. The electro-
magnetic block in Figure 2 is governed by (8) and (9), both
being PDE’s, while the mechanical block is governed by (10),
which is a single ordinary differential equation.

The FEM model generated from applying FEM method
to (8), (9) leads to a system of differential algebraic equa-
tions (DAE’s). Some of the equations in these DAE’s are
purely algebraic equations that correspond to parts where
there is no conductor. In parts of the domain which contain
conducting regions, differential equations arise. The purely
algebraic equations can be eliminated without much compu-
tational effort by one of the techniques reported in [26], [27].
Alternatively, software like COMSOL has inbuilt features
which converts the DAE’s to ODE’s. In either case, these
DAE’s can be converted to the system of ODE’s. Together
with (10), they are given as

Ē ẋ(t) = Āx(t)+ B̄u(t); x(0) = x0, (11)

y = C̄x(t), (12)

where Ē ∈ Rn×n, Ā ∈ Rn×n, B̄ ∈ Rn×m, C̄ ∈ Rp×n, x(t) ∈
Rn, x0 ∈ Rn, u(t) ∈ Rm. The system hasm input, p output and
order n, where n denotes number of nodes in the conducting
regions usually a large number. In this case,m = 1 and p = 1.
The input u in the model is control current Iy and output
is displacement from central position y. Moreover, Ē and
Ā are sparse, invertible and symmetric matrices. As DAE’s
converted to ODE’s after elimination of most of the algebraic
states, FEM model is converted to sparse system. Invertible
and symmetric matrices are obtained because the generated
system is stable. The number n still being in the thousands,
the model (11) & (12), referred to as the Full Order Model
(FOM), is then reduced using MOR technique. It should be
noted that since Ē is nonsingular, hence (11) & (12) can also
be put in the normal state space form, given as

Ã = Ē−1Ā, B̃ = Ē−1B̄, C̃ = C̄ . (13)

However, doing this would destroy the sparsity of the
model and hence is avoided, practically for computational
difficulties.

III. REDUCED ORDER MODELING OF AMB
It is difficult to simulate and analyze large order models and
designing a controller for such systems is also very difficult.
In order to accomplish these tasks, it is essential to convert
the large order systems to smaller order systems. Model order
reduction is a tool to convert large order models to much
smaller order models while capturing necessary dynamical
behaviors and properties of the original large order models.

To reduce the system, we have used balanced trunca-
tion, which is a popular method for model order reduction.
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Balanced truncation not only preserves some of the important
system properties, but it also keeps the reduction error at
a bound [28]. In order to use balanced truncation, we need
the controllability and observability Gramians Wc and Wo,
respectively, which can generally be expressed as

Wc =

∫
∞

0
eAτBBT eA

T τdτ, (14)

Wo =

∫
∞

0
eA

T τCTCeAτdτ. (15)

It is noted that bothWc andWo are positive definite. After get-
tingWc,Wo from (14) and (15) singular value decomposition
of the product can be represented as

WcWo = U6T T , (16)

where U and T are respectively the left and right singular
vectors and 6 is the diagonal matrix containing the singu-
lar values σ1, σ2, ...., σn. Based on magnitude, the singular
values are partitioned into 61 = σ1, σ2, . . . , σq and 62 =

σq+1, . . . , σn. The singular vectors U and V are also parti-
tioned accordingly. Balanced truncation keeps the singular
values in 61 and throws away the singular values in 62.

Computationally, controllability and observability
Gramians Wc and Wo are given by solutions X and Y of the
generalized Lyapunov equations

ĀXĒT + ĒXĀT + B̄B̄T = 0, (17)

ĀTY Ē + ĒTY Ā+ C̄T C̄ = 0, (18)

where

Wc = X , Wo = ĒTY Ē . (19)

The above generalized Lyapunov equations are computation-
ally heavy. But they can be solved through various ways
which involves less computation [29]–[31]. If we consider a
generalized Lyapunov equation as

ĀTXĒ + ĒTXĀ+ N = 0, (20)

then, the solution of the above equation can be obtained as
in [31]. Equation (18) can be computed from (20) by setting
N = C̄T C̄ . Equation (17) can be computed from (20) by
changing iteration of A to AT , and setting N = B̄B̄T . Then
the Gramians Wc and Wo can be calculated by the method
given in [32].

After getting symmetric and positive semi-definiteWc and
Wo from (19), Cholesky factorizations can be calculated as
below

Wc = KKT , Wo = LLT . (21)

Using these factors, the singular value decomposition can be
evaluated as [33]

LT ĒK =
[
U1 U2

] [61 0
0 62

] [
T T1
T T2

]
, (22)

where 61 ∈ Rq×q reflects dominant singular values, also
called the dominant Hankel singular values of the system (11)
and (12). The projection matrices are created as

W = LU16
−

1
2

1 and V = KT16
−

1
2

1 . (23)

Then the reduced order model is computed as

Ēq = W T ĒV ,
Āq = W T ĀV ,
B̄q = W T B̄,
C̄q = C̄V . (24)

MOR generates a Reduced OrderModel (ROM) of order q�
n such that input-output characteristics and other important
information are preserved. The original model is reduced
to a much smaller order system via balanced truncation,
so the value of q will be much less than n. The reduced
order model can be represented as (25) and (26) where
xq ∈ Rq

Ēqẋq(t) = Āqxq(t)+ B̄qu(t); x̄(0) = x̄0, (25)

y = C̄qxq(t), (26)

where Ēq ∈ Rq×q, Āq ∈ Rq×q, B̄q ∈ Rq×m, C̄q ∈ Rp×q. Note
that for the reduced system Ēq can be expressed as

Ēq = W T ĒV = 6
−

1
2

1 UT
1 L

T ĒKT16
−

1
2

1 ,

= 6
−

1
2

1 UT
1 U161T T1 T16

−
1
2

1 ,

= 6
−

1
2

1 616
−

1
2

1 ,

Ēq = Iq×q. (27)

MOR achieved through balanced truncation keeps the
dominant states and throws away the less dominant states.
The deducted states give unmodeled dynamics that can be
taken as an uncertainty in the controller design procedure.

IV. INTEGRATION OF ROM AND UNMODELED
DYNAMICS IN MODELING OF AMB
It should be noted that balanced truncation model reduction
strategy seeks to capture the controllable and observable
states only while throwing away the uncontrollable and unob-
servable dynamics. Mathematically, we truncate the states
based on dominant singular values. Therefore, the unmod-
eled dynamics consisting of relatively uncontrollable and
unobservable states is related to the truncated Hankel values
σq+1, σq+2, ...., σn. Generally, the bound of the uncertainty
in the unmodeled dynamics can be obtained and given by
Hankel norm error as [34], [35]∥∥G(s)− Gq(s)∥∥∞ ≤ 2(σq+1 + σq+2 + . . . .+ σn), (28)

where G(s) is the transfer function of the original model, and
Gq(s) is the transfer function of the reduced model.
Now in the present case, the overall system is given as

in Figure 3, which can be related to Figure 2 as well. The first
dotted subsystem in Figure 3 is the electromagnetic part with
the transfer function G1, and Iy and Fy are the control input
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FIGURE 3. Overall transfer function.

FIGURE 4. Relation between ROM and FOM.

current and output force, respectively. The transfer function
G1 comprises of Gq1 representing the ROM and 1A describ-
ing the unmodeled dynamics. The second dotted subsystem
is the mechanical part with G2 being the transfer function,
and y is the axial displacement of the rotor from the central
position.

The overall transfer function G from Figure 3 is given as

G = (Gq1 +1A) · G2. (29)

Since no MOR is involved in G2 =
1
ms2

, which is completely
known, the effect of ROM is only that some part of the
dynamics of G1 is lost. The lost dynamics is considered as
the uncertainty1A. In other words,1A is the sum total of all
the unmodeled dynamics that has been thrown away in the
MOR process (Figure 4).

G1 = Gq1 +1A. (30)

The boundedness of uncertainty 1A can be shown from
(28) and (30) as

1A = G1 − Gq1, (31)

‖1A‖∞ =
∥∥G1 − Gq1

∥∥
∞
, (32)

‖1A‖∞ ≤ 2(σq+1 + σq+2 + . . . .+ σn), (33)

or,

‖1A(jω)‖∞ ≤ Ẑ , ∀ω, (34)

where ω is the angular frequency and Ẑ is the upper bound,
which is scalar. Hence, (30) can be written as [36]

G1 ≤ Gq1 + Ẑ1, (35)

where 1 is a transfer function satisfying |1| ≤ 1 for all ω.

V. DESIGN OF PROPOSED SMC
In this section, the control law is designed for the reduced
order system. The inequality of (35) is removed to consider
the worst case when the uncertainty is equal to the upper
bound (i.e., Ẑ ). If the proposed control law works for the

worst case, then it is obvious that it will work for any other
instances in which the uncertainty is less than Ẑ . The reduced
order system in state space is defined as

ẋq = Āqxq + B̄qu+ δ, (36)

where δ ∈ Rq×1 represents the uncertainties due to the
neglected part of the original system in ROM. The following
remarks are considered while designing the control law.
Remark 1: The upper bound of δ is known, which satisfies
‖δ(t)‖∞ =

∥∥L−1 [1A(jω)]
∥∥
∞
≤ Z from (34) where L−1 [.]

is the inverse Laplace transform of the unknown uncertainties
1A(jω). Furthermore, the ROM of order q from (36) obtained
using balanced truncation method is controllable and
observable.

Now the reduced order system (36) is converted into a
controllable canonical form by using a transformation matrix
P ∈ Rq×q which is constructed from the eigenvectors of Āq as

x̃q = P−1xq or, xq = Px̃q, (37)

where x̃q ∈ Rq. By substituting the value of xq from (37) into
(36) and rewritten in terms of x̃q yields

P ˙̃xq = ĀqPx̃q + B̄qu+ δ,

˙̃xq = P−1ĀqPx̃q + P−1B̄qu+ P−1δ,
˙̃xq = P−1ĀqP︸ ︷︷ ︸

Ãq

x̃q + P−1B̄q︸ ︷︷ ︸
B̃q

u+ P−1δ︸ ︷︷ ︸
δ̄

,

˙̃xq = Ãqx̃q + B̃qu+ δ̄, (38)

where Ãq ∈ Rq×q and B̃q ∈ Rq×1 are the reduced order
system matrix in the canonical form which are expressed as

Ãq =


0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

. . . 0
0 0 0 · · · 1
−a1 −a2 −a3 · · · −aq

 ; B̃q =


0
0
...

0
1

 ,
(39)

and the term δ̄ is the uncertainty in the canonical form
defined as

δ̄ =
[
w1 w2 · · · wq−1 wq

]T
. (40)

Hence, the reduced order system in (36) is now transformed
into canonical form as given in (38). The canonical form (38)
can also be expressed as

˙̃x1 = x̃2 + w1,

˙̃x2 = x̃3 + w2,

...

˙̃xq−1 = x̃q + wq−1,
˙̃xq = −a1x̃1 − a2x̃2 − · · · − aqx̃q + u+ wq, (41)

where x̃i for i = 1, 2, . . . , q, are the individual states of
vector x̃q.
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A linear sliding surface s ∈ R is designed by a linear
combination of system states as

s = c1x̃1 + c2x̃2 + · · · + cq−1x̃q−1 + x̃q, (42)

or, s = ϒT x̃q, (43)

where ϒ = [c1, c2, · · · , cq−1, 1]T and ci are all positive
design parameter constants. Differentiating (42) will give

ṡ = c1 ˙̃x1 + c2 ˙̃x2 + · · · + cq−1 ˙̃xq−1 + ˙̃xq. (44)

Now putting the values of ˙̃xi from (41) in (44) yields

ṡ = c1x̃2 + c2x̃3 + · · · + cq−1x̃q + (−a1x̃1 − a2x̃2 − · · ·

· · · − aqx̃q + u+ wq)+c1w1+c2w2+· · · + cq−1wq−1,

(45)

ṡ = (0− a1)x̃1 + (c1 − a2)x̃2 + · · · + (cq−2 − aq−1)x̃q−1
+ (cq−1 − aq)x̃q + c1w1 + c2w2 + · · · + cq−1wq−1
+wq + u. (46)

The proposed SMC is the combination of equivalent control
ueq and switching control usw. Therefore, the total control u
is given as

u = ueq + usw. (47)

The equivalent and switching control are selected as

ueq = [−{(−a1)x̃1 + (c1 − a2)x̃2 + (c2 − a3)x̃3 + · · ·

+ (cq−1 − aq)x̃q}], (48)

usw = [−c1w̄− c2w̄− · · · − cq−1w̄− w̄] sgn(s)− η sgn(s)

(49)

where w̄ is the upper bound of uncertainties wi i.e.,

|wi| ≤ w̄, (50)

and η is a positive gain constant. The following theorem
proves the finite time convergence of system states.
Theorem 1: Consider the reduced order system in canon-

ical form (41) under Remark 1 and a linear sliding surface
(42). The proposed SMC (47) with equivalent and switching
controls (48) & (49), respectively will converge the system
states x̃q to their equilibrium points in a finite time.

Proof: Consider a Lyapunov function candidate V1 as

V1 =
1
2
s2. (51)

The time derivative of (51)

V̇1 = sṡ. (52)

Substituting the value of ṡ from (46) in (52) yields

V̇1 = s{(−a1)x̃1 + (c1 − a2)x̃2 + (c2 − a3)x̃3 + · · ·

+(cq−1 − aq)x̃q +
q−1∑
i=1

ciwi + wq + u}. (53)

After putting the value of u from (47) in (53) yields

V̇1 = s

q−1∑
i=1

ciwi + wq + usw

 . (54)

Now substituting the value of usw from (49) into (54) will give

V̇1 = c1w1s+ c2w2s+ · · · + cq−1wq−1s+ wqs

− c1w̄s sgn(s)− c2w̄s sgn(s)− · · · − cq−2w̄s sgn(s)

− cq−1w̄s sgn(s)− w̄s sgn(s)− ηs sgn(s),

= c1w1s+ c2w2s+ · · · + cq−1wq−1s+ wqs− c1w̄ |s|

− c2w̄ |s| − · · · − cq−1w̄ |s| − w̄ |s| − η |s| ,

≤ c1 |w1| |s| + c2 |w2| |s| + · · · + cq−1
∣∣wq−1∣∣ |s|

+
∣∣wq∣∣ |s| − c1w̄ |s| − c2w̄ |s| − · · · − cq−1w̄ |s|

− w̄ |s| − η |s| ,

≤ −c1 |s| (w̄− |w1|)− c2 |s| (w̄− |w2|)− · · ·

− cq−1 |s| (w̄−
∣∣wq−1∣∣)− |s| (w̄− ∣∣wq∣∣)− η |s| . (55)

Since w̄ ≥ |wi| from (50), therefore V̇1 in (55) can be further
upper bounded as

V̇1 ≤ −η |s| ,

≤ −
√
2 ηV

1
2
1 ,

V̇1 ≤ −αV
1
2
1 , (56)

where α =
√
2 η > 0 and V1 is positive definite, therefore,

V̇1 is negative definite. So, according to finite time conver-
gence lemma given in [37], it can be concluded that since
the time derivative of V1 is in the form of (56), therefore
the sliding surface s will converge to zero in a finite time.
Moreover, s is a linear combination of states x̃q as defined
in (43), therefore ROM states x̃i for i = 1, 2, . . . , q, will
also converge to their equilibrium points in a finite time. This
completes the proof of finite time convergence of system
states under the action of proposed SMC.Moreover, the same
controller will also perform satisfactorilywith finite time con-
vergence in the worst case scenario where the uncertainties
will be at its upper bound.

The subsequent section describes the feasibility of the
proposed controller (47) for the original system.

VI. IMPLEMENTATION OF PROPOSED
CONTROLLER TO FOM
The proposed controller (47) is designed under the considera-
tion of ROM under Remark 1. But, a similar controller design
analysis for FOM is not feasible, since most of its states are
uncontrollable and unobservable. Therefore, for performance
comparison, the implementation of the proposed controller to
both ROM and FOM is not straightforward. The proposed
SMC is applied to both ROM and FOM according to the
closed loop block diagram given in Figure 5. In Figure 5,
the ROM is considered to be acting as an observer model
for FOM. Therefore, the same closed loop control, which is
obtained from the closed loop feedback of ROM is applied
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FIGURE 5. Block diagram of proposed control system for ROM.

FIGURE 6. Block diagram of proposed control for performance analysis
between ROM and FOM.

to FOM. Now, the convergence of error between FOM and
ROM system states is proved in the next theorem according to
Figure 6. The dotted part in Figure 6 represents the vir-
tual system to carry out the theoretical analysis of the error
dynamics. The signals x and x̂ are the non-physical signals.
For theoretical analysis, the original FOM can be taken as
the standard state space form given in (13). In the proof,
the following property is used.
Property 1 [38]: The negative-definite and symmetric

system matrix A satisfies the following condition for any
vector v = [v1 v2 v3]T ∈ R3:

λmin(A) ‖v‖2 ≤ vTAv ≤ λmax(A) ‖v‖2 , (57)

where λmax(A) and λmin(A) are the maximum and minimum
eigen values of A, respectively.
Theorem 2: Under Remark 1, consider the dynamics of

FOM (13) and ROM (36). With the closed loop strategy given
in Figure 6 under the action of the proposed controller (47),
the error between the states of FOM and the projected ROM
in original order space will uniformly converge to a narrow
bound in the neighborhood of zero.

Proof: The reduced order system states xq from (36) can
be transformed to the original order space of dimension n by
multiplying the projection matrix V ∈ Rn×q as expressed
in (58)

Vxq = x̂ or, xq = V T x̂. (58)

Now the reduced order system is transformed into the original
order space, but this does not mean it is the same as orig-
inal FOM. The reduced order system given by (36) can be
rewritten as

Iq×qẋq = Āqxq + B̄qu+ δ,

V ẋq = V (Āqxq + B̄qu+ δ),
˙̂x = V Āqxq + V B̄qu+ V δ,

˙̂x = V ĀqV T x̂+ V B̄qu+ V δ,

˙̂x = Ăqx̂+ B̆qu+ V δ, (59)

where x̂ ∈ Rn, Ăq = V ĀqV T
∈ Rn×n, B̆q = V B̄q ∈ Rn×1.

The error between the states of original system x and
transformed reduced system x̂ is expressed as

e = x− x̂. (60)

Substituting the dynamics of FOM (13) and transformed
ROM (59) into the time derivative of error (60) yields

ė = ẋ− ˙̂x,

= Ãx+ B̃u− (Ăqx̂+ B̆qu+ V δ),

= Ã(e+ x̂)− Ăqx̂+ (B̃− B̆q)u− V δ,

= Ãe+ (Ã− Ăq)x̂+ (B̃− B̆q)u︸ ︷︷ ︸
8

− V δ, (61)

where 8 ∈ Rn×1 is the difference between FOM and ROM
defined as

8 = (Ã− Ăq)x̂+ (B̃− B̆q)u. (62)

The equation (61) can be rewritten as

ė = Ãe+8− V δ︸ ︷︷ ︸
0

ė = Ãe+ 0. (63)

To show the convergence of e in the vicinity of zero, lets
consider another Lyapunov candidate V2

V2 =
1
2
eT e. (64)

Taking the time derivative of (64) and using the Property 1

V̇2 = eT ė, (65)

= eT (Ãe+ 0),

= eT Ãe+ eT0,

≤ λm(Ã︸ ︷︷ ︸
−k

) ‖e‖2 + ‖e‖ ‖0‖ , (66)

where λm(Ã) < 0 = −k is the minimum eigenvalue of stable
system matrix Ã.

V̇2 = −
k ‖e‖2

2
−
k ‖e‖2

2
+ ‖e‖ ‖0‖ +

‖0‖2

2k
−
‖0‖2

2k
,

= −
k ‖e‖2

2
−

{
k ‖e‖2

2
− ‖e‖ ‖0‖ +

‖0‖2

2 k

}
+
‖0‖2

2 k
,

= −
k ‖e‖2

2
−

{√
k
√
2
‖e‖ −

‖0‖
√
2k

}2

+
‖0‖2

2k
,

≤ −
k ‖e‖2

2
+
‖0‖2

2k
. (67)

The Lyapunov function V2 from (64) can be written as

V2 ≤
1
2
‖e‖2 or ‖e‖2 ≥ 2V2. (68)

Substituting (68) into (67) yields

V̇2 ≤ −kV2 + ϕ, (69)
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where ϕ = ‖0‖
2

2k > 0. The solution of (69) is

V2(t) = exp−kt V2(t0)+
ϕ

k
(1− exp−kt ), (70)

The Lyapunov function V2 will ultimately converge to a
significantly smaller bound given as

V2 ≤
ϕ

k
. (71)

Similarly, the error e will also convergence within a small
vicinity of zero with a bound defined as

‖e‖ ≤

√
2ϕ
k
, (72)

⇒ as e converges to a narrow bound around zero, x̂ ≈ x. �
Therefore, Theorem 2 shows that with ROM state feed-

back, one can implement the proposed ROM based design
controller to FOM without taking direct feedback from
the FOM.

VII. RESULTS AND ANALYSIS
The 3D FE modeling of AMB is carried out using COMSOL
Multiphysics. The dimensions and materials used for the
designing of AMB in COMSOL are given in Table 1.

TABLE 1. Dimensions and materials of AMB model.

FIGURE 7. Flux density in static simulation.

For extraction of the node matrix, the element matrix
and ultimately the entire unreduced model (11) & (12),
the software requires two types of simulations to be carried
out, the static simulation and the time varying simulation.
To achieve static and time varying simulation, full AMB is cut
along the width, which can be seen from Figure 7 and 8. The
arrows indicate the path of the magnetic flux in this figure.

FIGURE 8. Flux density distribution for t=0.16 s.

FIGURE 9. Flux density in full AMB.

In time varying simulation, the model is simulated for 1swith
a time step of 0.005 s. Figure 8 represents the flux density
distribution at an arbitrary chosen time instance t = 0.16 s
for time varying case. The complete picture of flux density
for the full AMB model is shown in Figure 9.

For implementing the proposed control strategy, the system
(11) & (12) along with the required system matrices are
needed.

For the extraction of the matrices first, the node matrix and
element matrix have to be generated. The original model thus
obtained in MATLAB is of size 5898. During reduction, due
to the large dimension of the Lyapunov equations (17) & (18),
it is solved via Matrix Equation Sparse Solver (M.E.S.S.),
which is an advanced version of the LyaPack Toolbox for
MATLAB [39]. The method described in (20) is one of the
ways for solving Lyapunov equations via M.E.S.S. Then,
applying balanced truncation on the original model, it is
reduced to the order of 20 (i.e., q = 20).
Figure 10 shows unit step response of the original and

reduced order model of sizes (q =25, 20, 18, 15, and 10). The
initial condition is considered zero for this case. It is seen that
the curves are matching satisfactorily for reduced models of
size 18, 20, and 25. Other reduced models of size 10, 15 differ
from the original model curve in transient as well as in steady
state stage. Reduced model of size 18 and 20 are match-
ing adequately with the original model curve. But, ROM
of size 20 gives slightly better matching with FOM curve.
Therefore, the reduced model of size 20 is selected for reduc-
tion procedure.
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FIGURE 10. Step response of original and different sizes of reduced
model.

FIGURE 11. Output displacement of ROM under proposed control (47).

FIGURE 12. Output displacement of FOM under proposed control (47).

The proposed controller (47) is simulated when the rotor
is initially displaced from its original position. To validate
the controller, different initial displacements y0 are taken
as y0 = 0.5 mm, 1 mm, and 1.5 mm. Under the action of
the proposed controller (47), the output response of the
reduced order model and the full order model are shown in
Figure 11 and 12, respectively, for different initial conditions.
The gains of the controller are c1 = c2 = · · · = c19 = 1
and upper bound of the uncertainties is selected as w̄ =
0.342. In both of the reduced order model and the full order
model, the trajectories are identical. Irrespective of the initial
conditions taken as above, the displacement of rotor y(t)
identically converges to its original position y = 0 within 1 s.
Correspondingly, the corrective control input for different

FIGURE 13. Contol Currents with SMC.

initial conditions, as shown in Figure 13, converges to zero
at the same time interval within 1 s.

VIII. CONCLUSION
This paper presents a novel approach to design a controller
for AMB using reduced order model rather than the original
model. FEM modeling of AMB has been discussed, and
FEM generated large order model is reduced using balanced
truncation. The computational aspects of applying balanced
truncation to AMB model is also discussed. The unmodeled
dynamics in the reduction process, which is bounded, is taken
as bounded uncertainties. Since the original system is of a
large order, therefore it is complicated to design the controller
for FOM directly.

A sliding mode control law is designed for the ROM to
compensate for the effect of unmodeled uncertainties and to
regulate the position of the displaced rotor to its origin. The
theoretical analysis of the reduced order closed loop system
shows the finite time convergence of the ROM states. Then
the controller designed for the ROM is applied to the FOM,
compensating for the unmodelled uncertainties. The ROM
can also be interpreted as an observer for the feedback control
design of the FOM. It is proved that the error between the
states of FOM and ROM is uniformly ultimately bounded
and the error converges to a small vicinity of zero. In the
numerical analysis, a 3D simulation of AMB is done using
FEM software COMSOL. Model is extracted in MATLAB
and reduced to a smaller order model. Various initial condi-
tions are considered for the application of proposed controller
to the ROM as well as FOM. The closed-loop performance
of ROM with model uncertainties under the action of the
proposed control law is satisfactorily consistent with the
performance of FOM. Further, the performance result also
illustrates the effectiveness of utilizing ROM as an observer
for the controller design of full order AMB system.
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