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ABSTRACT Social networking sites engage millions of users around the world. The users’ interactions with
these social sites, such as Twitter and Facebook have a tremendous impact and occasionally undesirable
repercussions for daily life. The prominent social networking sites have turned into a target platform for
the spammers to disperse a huge amount of irrelevant and deleterious information. Twitter, for example,
has become one of the most extravagantly used platforms of all times and therefore allows an unreasonable
amount of spam. Fake users send undesired tweets to users to promote services or websites that not only
affect legitimate users but also disrupt resource consumption. Moreover, the possibility of expanding invalid
information to users through fake identities has increased that results in the unrolling of harmful content.
Recently, the detection of spammers and identification of fake users on Twitter has become a common area of
research in contemporary online social Networks (OSNs). In this paper, we perform a review of techniques
used for detecting spammers on Twitter. Moreover, a taxonomy of the Twitter spam detection approaches is
presented that classifies the techniques based on their ability to detect: (i) fake content, (ii) spam based on
URL, (iii) spam in trending topics, and (iv) fake users. The presented techniques are also compared based on
various features, such as user features, content features, graph features, structure features, and time features.
We are hopeful that the presented study will be a useful resource for researchers to find the highlights of

recent developments in Twitter spam detection on a single platform.

INDEX TERMS Classification, fake user detection, online social network, spammer’s identification.

I. INTRODUCTION

It has become quite unpretentious to obtain any kind of
information from any source across the world by using the
Internet. The increased demand of social sites permits users
to collect abundant amount of information and data about
users. Huge volumes of data available on these sites also draw
the attention of fake users [1]. Twitter has rapidly become
an online source for acquiring real-time information about
users. Twitter is an Online Social Network (OSN) where users
can share anything and everything, such as news, opinions,
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and even their moods. Several arguments can be held over
different topics, such as politics, current affairs, and important
events. When a user tweets something, it is instantly conveyed
to his/her followers, allowing them to outspread the received
information at a much broader level [2]. With the evolution
of OSNs, the need to study and analyze users’ behaviors in
online social platforms has intensified. Many people who do
not have much information regarding the OSNs can easily be
tricked by the fraudsters. There is also a demand to combat
and place a control on the people who use OSNs only for
advertisements and thus spam other people’s accounts.
Recently, the detection of spam in social networking sites
attracted the attention of researchers. Spam detection is
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a difficult task in maintaining the security of social networks.
It is essential to recognize spams in the OSN sites to save
users from various kinds of malicious attacks and to pre-
serve their security and privacy. These hazardous maneu-
vers adopted by spammers cause massive destruction of the
community in the real world. Twitter spammers have vari-
ous objectives, such as spreading invalid information, fake
news, rumors, and spontaneous messages. Spammers achieve
their malicious objectives through advertisements and several
other means where they support different mailing lists and
subsequently dispatch spam messages randomly to broad-
cast their interests. These activities cause disturbance to the
original users who are known as non-spammers. In addition,
it also decreases the repute of the OSN platforms. Therefore,
it is essential to design a scheme to spot spammers so that
corrective efforts can be taken to counter their malicious
activities [3].

Several research works have been carried out in the domain
of Twitter spam detection. To encompass the existing state-of-
the-art, a few surveys have also been carried out on fake user
identification from Twitter. Tingmin et al. [4] provide a sur-
vey of new methods and techniques to identify Twitter spam
detection. The above survey presents a comparative study
of the current approaches. On the other hand, the authors
in [5] conducted a survey on different behaviors exhibited
by spammers on Twitter social network. The study also
provides a literature review that recognizes the existence of
spammers on Twitter social network. Despite all the existing
studies, there is still a gap in the existing literature. Therefore,
to bridge the gap, we review state-of-the-art in the spammer
detection and fake user identification on Twitter. Moreover,
this survey presents a taxonomy of the Twitter spam detection
approaches and attempts to offer a detailed description of
recent developments in the domain.

The aim of this paper is to identify different approaches
of spam detection on Twitter and to present a taxonomy
by classifying these approaches into several categories. For
classification, we have identified four means of reporting
spammers that can be helpful in identifying fake identities
of users. Spammers can be identified based on: (i) fake con-
tent, (i) URL based spam detection, (iii) detecting spam in
trending topics, and (iv) fake user identification. Table 1 pro-
vides a comparison of existing techniques and helps users to
recognize the significance and effectiveness of the proposed
methodologies in addition to providing a comparison of their
goals and results. Table 2 compares different features that are
used for identifying spam on Twitter. We anticipate that this
survey will help readers find diverse information on spammer
detection techniques at a single point.

This article is structured such that Section II presents the
taxonomy for the spammer detection techniques on Twitter.
The comparison of proposed methods for detecting spammers
on Twitter is discussed in Section III. Section IV presents
an overall analysis and discussion, whereas Section V con-
cludes the paper and highlights some directions for future
work.
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Il. SPAMMER DETECTION ON TWITTER

In this article, we elaborate a classification of spammer
detection techniques. Fig. 1 shows the proposed taxonomy
for identification of spammers on Twitter. The proposed
taxonomy is categorized into four main classes, namely,
(i) fake content, (ii) URL based spam detection, (iii) detecting
spam in trending topics, and (iv) fake user identification.
Each category of identification methods relies on a specific
model, technique, and detection algorithm. The first category
(fake content) includes various techniques, such as regression
prediction model, malware alerting system, and Lfun scheme
approach. In the second category (URL based spam detec-
tion), the spammer is identified in URL through different
machine learning algorithms. The third category (spam in
trending topics) is identified through Naive Bayes classifier
and language model divergence. The last category (fake user
identification) is based on detecting fake users through hybrid
techniques. Techniques related to each of the spammer identi-
fication categories are discussed in the following subsections.

A. FAKE CONTENT BASED SPAMMER DETECTION

Gupta et al. [6] performed an in-depth characterization of the
components that are affected by the rapidly growing mali-
cious content. It was observed that a large number of people
with high social profiles were responsible for circulating fake
news. To recognize the fake accounts, the authors selected
the accounts that were built immediately after the Boston
blast and were later banned by Twitter due to violation of
terms and conditions. About 7.9 million distinctive tweets
were collected by 3.7 million distinctive users. This dataset
is known as the largest dataset of Boston blast. The authors
performed the fake content categorization through temporal
analysis where temporal distribution of tweets is calculated
based on the number of tweets posted per hour.

Fake tweet user accounts were analyzed by the activities
performed by user accounts from where the spam tweets were
generated. It was observed that most of the fake tweets were
shared by people with followers. Subsequently, the sources
of tweet analysis were analyzed by the medium from where
the tweets were posted. It was found that most of the tweets
containing any information were generated through mobile
devices and non-informative tweets were generated more
through the Web interfaces. The role of user attributes in
the identification of fake content was calculated through:
(i) the average number of verified accounts that were either
spam or non-spam and (ii) the number of followers of the
user accounts. The fake content propagation was identi-
fied through the metrics that include: (i) social reputation,
(i) global engagement, (iii) topic engagement, (iv) likability,
and (v) credibility. After that, the authors utilized regression
prediction model to ensure the overall impact of people who
spread the fake content at that time and also to predict the fake
content growth in future.

Concone et al. [7] presented a methodology that provides
malignant alerting by using a specified set of tweets in
real-time conquered through the Twitter API. Afterwards,
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TABLE 1. Comparison between proposed methods for spam detection in Twitter.

Ref. Proposed Method Goal Data Set Result

[15] Dirichlet distribution Distinguish  between Real data of Twitter Experimentation
has been used by the spammer and non- and Instagram carried out on
statistical ~framework spammer Instagram and
for identifying Twitter data shows
spammer in Twitter. that supervised

and unsupervised
algorithmic  methods
deliver meaningful
outcomes.

[16] Effective unified Detection of anomalies Twitter dataset is used, Anomalous detection
weighted for behavior in user’s inter- which contains last 200 model can be used
anomalous URL action tweets of users to analyze effectively
detection the number of URL

spammer that is done
every day.

2] Using manual inspec- Detection of spammer Twitter dataset that Classification of
tion, classification of on Twitter includes more than 1.9 spammer uses a large
users as spammer and billion links and tweets set of attributes and
non-spammer around 1.8 billion. is significantly more

robust to spammers,
which familiarize
spamming schemes.

[17] Three types of cascade Spammers have been Real Twitter dataset. The schemes are
information, which are classified by using the scalable because they
created on the basis of properties of social net- check users cantered
spam detection mecha- works in the individual 2-hops social networks
nism, have been used, social environment. instead of examining
i.e., TSP, SS, and cas- the whole network.
cade filtering.

(18] Design of 18 robust fea-  Answer the question of Crawled and manually The features extracted
tures by holding the how to identify spam- annotated dataset are able to recognize
time properties explic- mer only both authentic users
itly and implicitly. and spammers accu-

rately up to 93%.

[7] Inductive  e-learning User’s behavior and A set of 62 features Random-forest system
technique  for  the tweet content have has been used for iden- provides adequate
Twitter spammer been analyzed for the tifying spammers using results in malicious
detection has been purpose of finding crawler. user spammer
used. the best feature to detection, having a

recognize Twitter detection accuracy

spammers. that exceeds results
presented in the
existing literature.

[19] Text pre-processing The objective of the 2 large labelled dataset An inspiring result was
technique was study is to detect spam of tweets containing achieved by using the
conducted, and four tweets which enhance spam. limited feature set that
different feature sets the quantity of data is accessible in tweets,
were utilized for that needs to be as- which is better as com-
exercising the spam sembled by relying only pared to existing spam-
and non-spammer on tweet-inherent fea- mer detection systems.
classifiers. tures.
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TABLE 1. (Continued.) Comparison between proposed methods for spam detection in Twitter.

[21]

[13]

Two experiments were
conducted, i.e., edge
weighting and central-
ity weighting

Performance of a

comprehensive  range
of conventional
machine learning

algorithms  for  the
purpose of identifying
the performance of
detection and strength
based on immense
amount of truth data.
Entropy minimization
discretization (EMD)
technique was used on
numerical features

A hybrid Technique
has been used for
the identification of
spammer on Twitter
by utilizing user based,
content based, and
graph-based features.

Regression prediction
model has been used
in order to prove the
influence of users who
spread fake content.

To understand the sig-
nificance of each well-
defined edge in order to
find the opinion leader
and to perceive the
weight that could per-
mit more precised opin-
ion based on evaluation
algorithms.

The goal of the study
is to attain real time
Twitter spam detection
capabilities.

To detect fake accounts
on Twitter by propos-
ing classification meth-
ods and to illustrate
the effect of discretiza-
tion on the basis of
Naive Bayes algorithm
in Twitter.

Achieve higher accu-
racy by combining user
based, content based,
and graph-based fea-
tures for spam profile
detection

To classify and
recommend  solutions
to counter different
forms of spam events
on Twitter during
activities like Boston
Blast.

Around 30 million la-
belled tweets were ran-
domly selected to form
the ground truth data
set

No public dataset is
available, thus, created
own dataset based on
Twitter API

Dataset of Twitter
with 11k wusers and
approximately 400k
tweets were used.

About 7.8  million
Boston marathon
blast related tweets

extracted using Twitter
API.

Indicates that the
low in-degree weight,
high betweenness
weight, and low or
no PageRank weight
could provide 100%
agreement as compared
to other evaluation
algorithms in order to
find the opinion leader.
The Lfun scheme can
enhance the precision
of spam detection sig-
nificantly in the real-
world context.

Naive Bayes can per-
form well with discrete
values as compared to
continuous vales.

The rate of detection in
the study is more accu-
rate and higher as com-
pared to any existing
technique.

Approximately — 29%
content, which are
more viral on Twitter
during the crisis of
Boston blast, were
fake. Whereas 51%
were general views and
comments, and the
remaining were correct
Information.

the batch of tweets considering the same topic is sum up to
generate an alert. The proposed architecture is used to eval-
uate Twitter posting, recognizing the advancement of admis-
sible event, and reporting of that event itself. The proposed
approach utilizes the information contained in the tweets
when a spam or malware is recognized by the users or the
report of security has been released by the certified
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authorities. The proposed alerting system comprises of the
following components: (i) real time data extraction of both
tweets and users, (ii) filtering system based on a pre-
processing schedule and on Naive Bayes algorithm to dis-
card the tweets containing inaccurate information, (iii) data
analysis for spammer detection where the detection windows
are rigorously abolished according to the Sigmoid function
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TABLE 2. Comparison of different features used for spam detection in Twitter.

Ref. | User feature Content feature Graph feature Structure feature Time feature
F1 F2 F3 F4 F5 F6 F7 F8|F9 F10 F11 F12 F13 F14 F15 F16 |F17 F18 F19 F20 F21 F22|F23 F24
sy |\v v v v - - - - |- v v - - v v v v - - - - - -
mj|\ww v v - v v - - |\v v v v Y Vo= - - - - - - - -
1 |\v v v - - - v - |- - - - - - - - - - - - - - v
2 - - - - - - - - |V v v v Y - - - - - - - - - -
B3 |\v - v - - v - - |V - - - - - - - - Vo= - - - -
1oy (v - v - - - - - |- - - - - - - - - v vy v |- -
s - - - - - - - V|- - viooo- - - - - - - Voo - viooo-
2 |\v v v - - - V|- v v v Y Vo= - - - Vo= - - -
4 |\v v - - - - Vv - |- v - Vo= - voo- - - - - - - -
R4 |- - - - v - - - |- v v v - - - - - Vo= - v v -
F1 Number of Followers F9 Number of retweets F17 In/out degree
F2 Number of Following F10 Number of hashtags F18 Betweenness
F3 Age of account F11 Number of user mention F19 Average Tweet Length
F4 Reputation F12 Number of URL F20 Time between first - last Tweet
F5 Number of user favorites F13 Number of Characters F21 Depth of conversion Tree
Fé Number of Lists F14 Number of Digits F22 Tweet frequency
F7 Propagation of Bidirectional F15 Number of Tweets F23 Tweet sent in time interval
F8 Number of replies F16 Spam words F24 Idle time in days
Spammer Detection in Twitter
URL Based Spam i i Fake User
Fake Content D‘ete-ci:icrlfr D?: ;El:g ?I_;:)z:;r::;n Identification
Fplegr?ssl'lon Malwl;are Den Stn?am Lfun Scheme l;ael;:cnl:l;:ls Mach.i ne Maive Bayes Language Hybrid Learning Entropy o
rediction Alerting Clustering Approach through learning Classifier Model Technique Algorithm M I-nlmll.atll?n &
Model System Algorithm “uuimm_ algorithm Divergence Diseratization
€45 ; Support Naive | cluctering | Dection
i | o | B, || e || Kl | SR e e e
Cier] (] [eer] [ [ooor] [raar] [raar] [aar] [raar] [asr] (s ] [z ] e ] [ear] (e e ] (e ] [

FIGURE 1. Taxonomy of spammer detection/fake user identification on Twitter.

or when the window size reaches the maximum, (iv) alert sub-
system that is used when the event is established, the system
groups up the tweets that are relevant to the same topic where
tweets are distinguished with the cluster barycenter and the
one that is nearest to the cluster center is chosen as the
representative of the whole system cluster, and (v) feedback
analysis. The approach is claimed to be efficient and effective
for the detection of some invasive and admirable malignant
activities in circulation.

68144

Moreover, Eshraqi et al. [8] determined different features
to detect the spam and then with the help of a den stream-
based clustering algorithm, recognize the spam tweets. Some
user accounts were selected from various datasets and after-
wards random tweets were selected from these accounts.
The tweets are subsequently categorized as spam and non-
spam. The authors claimed that the algorithm can divide the
data into spam and non-spam with high accuracy and fake
tweets maybe recognized with high accuracy and precision.
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Various features can be used to determine the spams. For
example, feature based on the graph is a state in which Twitter
is shaped as a social model of a graph. If the number of fol-
lowers is low in comparison with the number of followings,
the credibility of an account is low and the possibility that the
account is spam 1is relatively high. Likewise, feature based
on content includes tweets reputation, HTTP links, mentions
and replies, and trending topics. For the time feature, if many
tweets are sent by a user account in a certain time interval,
then it is a spam account. The dataset of the study comprised
50,000 user accounts. The approach identified the spammers
and fake tweets with high accuracy.

A Lfun (learning for unlabeled tweets) scheme, which is
used to handle various problems in the detection of Twitter
spam, has been presented by Chen et al. [9]. Their frame-
work comprises two components, i.e., learn from detected
tweets (LDT) and learn from human labelling (LHL). The two
components are used to automatically generate spam tweets
from the given set of unmarked tweets that are easily collected
from the Twitter network side. Once the labelled spam tweets
are obtained, random forest algorithm is used to perform
classification. The performance of the scheme is evaluated
while detecting drifted spam tweets. The experiments were
performed on the real-world data of ten continuous days
with each day having 100K tweets each for the spam and
non-spam. The F-measure and the detection rate were used
to evaluate the performance of the presented scheme. The
results of the proposed approach showed that the methodol-
ogy improves the accuracy of spam detection significantly in
the real-world situations.

Furthermore, Buntain et al. [10] introduced a method for
detecting fake news on Twitter automatically by predicting
accurate assessment in two credibility-focused datasets. The
method was applied on the Twitter fake news dataset and
the model was trained against a crowd sourced worker based
on the assessment of journalists. The two Twitter datasets
were used to study the integrity in OSNs. The first dataset
CREDBANK, a crowd-sourced dataset, was used to evaluate
the accuracy of events in Twitter whereas the second dataset
called PHEME is a journalist-labelled dataset of possible
rumors in Twitter and journalistic evaluation of their accu-
racy. A total of 45 features were described that fall into
four categories: structural feature, user feature, content fea-
ture, and temporal features. Aligning labels in PHEME and
BUZZFEED contain classes that describe whether a story is
fake or true. Results of the analysis are helpful in studying
information on social media to know whether such stories
support similar pattern.

B. URL BASED SPAM DETECTION

Chen et al. [11] performed an evaluation of machine learn-
ing algorithms to detect spam tweets. The authors analyzed
the impact of various features on the performance of spam
detection, for example: (i) spam to non-spam ratio, (ii) size of
training dataset, (iii) time related data, (iv) factor discretiza-
tion, and (v) sampling of data. To evaluate the detection, first,
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around 600 million public tweets were collected and subse-
quently the authors applied the Trend micro’s web reputation
system to identify spam tweets as much as possible. A total
of 12 lightweight features were also separated to distinguish
non-spam and spam tweets from this identified dataset. The
characteristics of identified features were represented by cdf
figures.

These features are grasped to machine learning based spam
classification, which are later used in the experiment to eval-
uate the detection of spam. Four datasets are sampled to
reproduce different scenarios. Since no dataset is available
publicly for the task, few datasets were used in previous
researches. After the identification of spam tweets, 12 fea-
tures were gathered. These features are divided into two
classes, i.e., user-based features and tweet-based features.
The user-based features are identified through various objects
such as account age and number of user favorites, lists, and
tweets. The identified user-based features are parsed from the
JSON structure. On the other hand, the tweet-based features
include the number of (i) retweets, (ii) hashtags, (iii) user
mentions, and (iv) URLs. The result of evaluation shows that
the changing feature distribution reduced the performance
whereas no differences were observed in the training dataset
distribution.

C. DETECTING SPAM IN TRENDING TOPIC

Gharge et al. [3] initiate a method, which is classified on the
basis of two new aspects. The first one is the recognition of
spam tweets without any prior information about the users
and the second one is the exploration of language for spam
detection on Twitter trending topic at that time. The system
framework includes the following five steps.

o The collection of tweets with respect to trending topics
on Twitter. After storing the tweets in a particular file
format, the tweets are subsequently analyzed.

o Labelling of spam is performed to check through all
datasets that are available to detect the malignant URL.

« Feature extraction separates the characteristics construct
based on the language model that uses language as a
tool and helps in determining whether the tweets are
fake or not.

« The classification of data set is performed by shortlisting
the set of tweets that is described by the set of features
provided to the classifier to instruct the model and to
acquire the knowledge for spam detection.

o The spam detection uses the classification technique to
accept tweets as the input and classify the spam and non-
spam.

The experimental setup was prepared for determining the
accuracy of the system. For this purpose, a random sample
set of 1,000 tweets was collected from which 60% were legal
and the rest were defected.

Stafford et al. [12] examined the degree to which the trend-
ing affairs in Twitter are exploited by spammers. Although
numerous methods to detect the spam have been proposed,
the research on determining the effects of spam on Twitter
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trending topics has attained only limited attention of the
researchers. The authors in [12] presented a technique to
cooperate with Twitter public API. The aim of the imple-
mented program was to find 10 trending topics from all over
the world having a language code within one hour and open
the filtered connection related to those topics to acquire a
data stream. In the next hour, the authors obtained as much
of the tweets and linked metadata as permitted by the Twitter
API. Once the data has been collected, the collected tweets
were classified into two categories, i.e., spam and non-spam
tweets, which can be utilized to instruct classifiers.

To develop such a collection of manual labelling, another
program was suggested to sample random tweets, where the
idea is based upon URL filtering by Hussain er al. [20].
After the completion of labelling tweets, they move toward
the next phase of analysis method. Analysis method has
two separate phases, where the first phase was to select and
evaluate the attribute through information retrieval metrics,
while the second phase was to evaluate the effect of spam
filtering on the trending topics through statistical test. The
result of the evaluation concludes that spammer does not
acquire the trending topic in Twitter but alternatively adopts
target topics with required qualities. The results signify well
for the sustainability of the Twitter and provide a way for
improvement.

D. FAKE USER IDENTIFICATION

A categorization method is proposed by Ersahin et al. [1] to
detect spam accounts on Twitter. The dataset used in the study
was collected manually. The classification is performed by
analyzing user-name, profile and background image, num-
ber of friends and followers, content of tweets, description
of account, and number of tweets. The dataset comprised
501 fake and 499 real accounts, where 16 features from the
information that were obtained from the Twitter APIs were
identified. Two experiments were performed for classifying
fake accounts. The first experiment uses the Naive Bayes
learning algorithm on the Twitter dataset including all aspects
without discretization, whereas the second experiment uses
the Naive Bayes learning algorithm on the Twitter dataset
after the discretization.

Mateen et al. [13] proposed a hybrid technique that utilizes
user-based, content-based, and graph-based characteristics
for spammer profiles detection. A model is proposed to dif-
ferentiate between the non-spam and spam profiles using
three characteristics. The proposed technique was analyzed
using Twitter dataset with 11K users and approximately 400K
tweets. The goal is to attain higher efficiency and preciseness
by integrating all these characteristics. User-based features
are established because of relationship and properties of user
accounts. It is essential to append user-based features for the
spam detection model. As these features are related to user
accounts, all attributes, which were linked to user accounts,
were identified. These attributes include the number of fol-
lowers and following, age, FF ratio, and reputation. Alter-
natively, content features are linked to the tweets that are
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posted by users as spam bots that post a huge amount of
duplicate contents as contrast to non-spammers who do not
post duplicate tweets.

These features depend on messages or content that users
write. Spammers post contents to spread fake news and these
contents contain malicious URL to promote their product.
The content-based features include: (i) the total number of
tweets, (ii) hashtag ratio, (iii) URLs ratio, (iv) mentions
ratio, and (v) frequencyof tweets. The graph-based feature is
used to control the evasion strategies that are conducted by
spammers. Spammers use different techniques to avoid being
detected. They can buy fake followers from different third-
party websites and exchange their followers to another user
to look like a legal user. Graph-based features include in/out
degree and betweenness. The evaluation of the approach is
done by using the dataset of previous techniques as, due to
the Twitter policy, no data is available publicly. The results
are evaluated by integrating three most common approaches,
namely Decorate, Naive Bayes, and J48. The result of the
experiment shows that the detection rate of the approach is
much accurate and higher than any of the existing techniques.

Gupta et al. [ 14] present a policy for the detection of spam-
mers in Twitter and use the popular techniques, i.e., Naive
Bayes, clustering, and decision trees. The algorithms classify
an account as spam or non-spam. The dataset comprises
1064 Twitter users that contain 62 features, which are either
user-specific or tweet-specific information. The spammer
account contains almost 36% of the used dataset. As the
behavior of spammers is different from non-spammers, some
attributes or features are recognized in which both categories
are different from one another. Feature identification is based
on the number of features at user and tweet level such as
followers or following, spam keywords, replies, hashtags, and
URLs [30], [32].

After the identification of features, pre-processor step
transforms all continuous features into discrete. Subse-
quently, the authors developed a technique using cluster-
ing, decision trees, and Naive Bayes algorithms. With Naive
Bayes, the accounts were identified by estimating the pos-
sibility of certain account as the spammer or non-spammer.
In clustering-based algorithm, the entire set of accounts is
classified into two classes as the spam and non-spam.

In decision tree algorithm, structure of tree was designed,
and the decisions were made at every level of the tree. The
result of the proposed approach shows that the clustering
algorithm’s performance to detect the non-spam accounts is
better as compared to detection of spam accounts. Results of
these integrated algorithm demonstrate the overall accuracy
and detection of non-spammer with high effectiveness.

Ill. COMPARISON OF APPROACHES FOR SPAM
DETECTION ON TWITTER

This section provides the comparison of proposed method-
ology along with their goals, datasets that are used to ana-
lyze spams, and results of the experiments of each method,
as shown in Table 1.
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A. ANOMALY DETECTION BASED ON URL

Chauhan et al. [16] proposed a methodology for the detection
of anomalous tweets. The type of abnormality that is dis-
tributed on Twitter is the type of URL anomaly. Anomalous
users use various URL links for creating spams. The proposed
methodology, which is used to identify various anomalous
activities from social networking sites, for example, Twitter,
comprises the following features.

o URL ranking in which the URL rank is identified such
that how authentic a URL is.

o Similarity of tweets includes posting of same tweets
again and again.

« Time difference between tweets involves posting of
five or more tweets during the time period of one minute.

o Malware content consists of malware URL that can
damage the system.

o Adult content contains posts that consist of adult con-
tent.

For analyzing the anomalous behavior of Twitter based
on URL, the dataset is prepared by accumulating 200 tweets
of a user.

The dataset is expanded in order to enlarge the size. Five
functions are executed on Twitter dataset, which are given
below:

« URL rank generation is used to get the URL that a user
has used in a tweet. This URL is sent to the website of
ALEXA where the source code is obtained and the tree
is generated by the help of web scraper from the given
source code.

« Tweet similarity in this generation evaluates full tweets
instead of analyzing only URL.

o Malware URL rank assignment is used to get the URL
from a user that s/he has shared in his/her tweet. The
WebOfTrust (WOT) API is used to check the repute of
the URL that whether it is a good URL or contains some
malware.

« Time difference calculation checks all the tweets with
its previous three tweets and the next three tweets, and
forms the cluster of seven tweets.

« Adult content identification is used to construct a dataset
of all URLSs that may contain adult content.

The results ensure that the proposed anomalous detection
model can be used to analyze the number of Ueffectively
RL spammers.

Moreover, Ghosh et al. [22] evaluate the scenarios engaged
by new spammers in OSNs by recognizing a spam account in
Twitter and controlling their link-creation plans. The analysis
of the approach shows that the spammers support intelligent
scenarios for the formation of link to evade the detection and
to raise the capacity of their spam that are generated. The
dataset of eight spam accounts in Twitter was used to detect
other doubtful user accounts. It is testified that the spammers
on Twitter frequently post tweets that contain URLs of their
associated websites, therefore, frequently used URLSs are uti-
lized to recognize malignant users. The experiment shows
that the spammer not only follows other spammers but also
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points out legal users who generally follow back. On the other
hand, a spammer controls the followers of the spotted legal
users and starts to follow them for following these spotted
users. Spotted users hope that they can be followed back. This
is how spammers identify other spammers and coordinate
with them.

The following observations are considered while perform-
ing this experimental study:

o A total of 4491 spam accounts, which have around
730,000 links that are directed among them, ensure the
presence of huge spam firm with the density of 0.036.
It is also reported that spam accounts can easily find
other spam accounts within an OSN having the size of
Twitter.

« Itis estimated that 4.74% of the follow links on average
are developed by these spammers and this amount of
fraction is as greater as 12% for some of the other
accounts.

o It shows that spammers having greater number of fol-
lowing have greater reciprocal on an average. It also
shows that more of the spammers’ time is spend in the
network to create more and more links so that they can
filter out more users who can follow them back.

o A huge flap exists on the side of spammers, which
implies a large-scale participation among various spam-
mers for recognizing emergent users to follow.

Thus, the result of the analysis recognizes the evidence that is
left by the large spam firms within OSNs and provides various
insights on the creation of link scenarios of the spammers that
needs to be studied while creating anti-spam scenarios.

Furthermore, a study of ambiguous information in Twitter
spam has been presented by Chen ef al. [23]. A complete
Twitter feed of two weeks with URLSs is collected. A lot of
spam tweets, which were analyzed during the research, only a
new tweet without URLSs is considered as spam. Additionally,
spammers primarily use encapsulated URLs for creating it
more acceptable for the victims to their independent sides
to accomplish their objectives such as scams, downloading
malware, and phishing. Two steps were applied to recognize
the spam in Twitter. The first one is using Trend Micro’s WRT
where the false positive rate of WRT is relatively low with a
likelihood of missing few spam tweets. In addition, a goal of
the research is to achieve high level of understanding on the
variety of ambiguous topics that are used in the Twitter spam.
The second step involves clustering approach with two folds:
a) the clustering approach uncategorizing non-spam and spam
tweets into various groups. b) Analyzing spam groups would
be more helpful.

The graphical clustering approach is used by bipartite
Cliques rather than machine learning algorithm for the group-
ing of spam tweets. These ambiguous topics are categorized
into four groups that include malware, phishing, Twitter
follower scam, and advertising. All these groups are orga-
nized and developed according to the contrasting deceptive
information available in spam groups. The findings of this
approach are helpful for the advancement of spam detection
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policies. Almost 400 million tweets are posted daily in which
only 25% include URLSs to investigate such a huge number of
tweets where removing spams is relatively very expensive to
implement in the real world. The result of the analysis shows
that the features used in this work face various challenges,
i.e., some features are simple to be deceived while others are
difficult to be extracted.

B. MACHINE LEARNING ALGORITHMS

Benevenuto et al. [2] examined the problem of spammer
detection on Twitter. For this, a large dataset of Twitter is
collected that contains more than 5400 million users, 1.8 bil-
lion tweets, and 1.9 billion links. After that, the number of
features, which are associated with tweet content, and the
characteristics of users are recognized for the detection of
spammers. These features are considered as the character-
istics of machine learning process for categorizing users,
i.e., to know whether they are spammers or not. In order to
recognize the approach for detecting spammers on Twitter,
the labelled collection in pre-classification of spammer and
non-spammers has been done. Crawling Twitter has been
launched to gather the IDs of users, which are about 80 mil-
lion. Twitter allocates a numeric ID to each user which dis-
tinctively identifies the profile of each user. Next, those steps
are taken which are needed for the construction of labelled
collection and acquired various desired properties. In other
words, steps which are essential to be examined to develop the
collection of users that can be labelled as spammers or non-
spammers. At the end, user attributes are identified based on
their behavior, e.g., who they interact with and what is the
frequency of their interaction.

In order to confirm this instinct, features of users of
the labelled collection has been checked. Two attribute sets
are considered, i.e., content attributes and user behavior
attributes, to differentiate one user from the other. Content
attributes have the property of the wordings of tweets that are
posted by the users which gather features that are relevant to
the way users write tweets. On the other hand, user behavior
attributes gather particular features of the behavior of users in
the context of the posting frequency, interaction, and impact
on Twitter. The following attributes are considered as user
characteristics, which include the total number of follow-
ers and following, account age, number of tags, fraction
of followers per followings, number of times users replied,
number of tweets received, average, maximum, minimum,
and median time among user tweets, and daily and weekly
tweets. Overall 23 attributes of the user behavior have been
considered. The result of the proposed methodology shows
that even with the distinguished set of attributes, the frame-
work is able for detecting spammers with high frequency.

Jeong et al. [17] analyzed the follow spam on Twitter as
an alternative of dispersion of provoking public messages,
spammers follow authorized users, and followed by autho-
rized users. Categorization techniques were proposed that
are used for the detection of follow spammers. The focus
of the social relation is cascaded and formulated into two
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mechanism, i.e., social status filtering and trade significance
profile filtering, where each of which uses two-hop sub-
networks that are centered at each other. Assemble techniques
and cascading filtering are also proposed for combining the
properties of both trade significance profile and social status.
To check whether a user is fake or not, a two-hop social
network for each user is focused to gather social information
from social networks.

The experiment with the real-world data was performed to
check the credibility and reliability of Twitter system with
positive results. Both TSP and SS filtering were proposed
by using partial data for real time and lightweight spammer
detection. Both algorithms contain some false positive, but
their true positive are not better to collusion rank. A hybrid
approach that uses attributes of both filtering are suggested.
The experiment was performed on thousand authorized users
and thousand spammer accounts with social status and TSP
features. The result of the proposed approach shows that the
schemes are scalable because they check user centered two-
hops social network instead of examining the whole network.
This study significantly improves the performance of false
and true positives than the previous scheme.

Meda et al. [21] presented a technique that utilizes a sam-
pling of non-uniform features inside a machine learning sys-
tem by the adaptation of random forest algorithm to recognize
spammer insiders. The proposed framework focuses on the
random forest and non-uniform feature sampling techniques.
The random forest is a learning algorithm for the catego-
rization and regression that works by assembling several
decision trees at preparation time and selecting the one with
the majority votes by individual trees. The scheme integrates
bootstrap aggregating technique with the un-planned selec-
tion of features.

Non-uniform feature sampling method is used to obtain
upper bound of the random forest error generalization. The
dataset was prepared by the authors with an aim to gather
users with indefinite behaviors for the purpose of testing
the performance of random forest algorithm in the reference
where the user categorization is undetermined. The choice of
features is divided into two sub-categories, i.e., random selec-
tion and domain expert selection. Two datasets were used to
show the efficiency of the non-feature sampling technique.

The first dataset is constructed having 1,065 users,
wherein 355 are labelled as spammer and 710 as non-
spammers outlined by 62 features. The second dataset has
been constructed by the author. The goal of experiments is to
reproduce two opposite situations at the time of feature selec-
tion phase. The first group of experiment involves domain
experts for the feature choice and the other group utilizes a
random selection of features. The results of the experiments
reveal the potency of enriched feature sampling technique.

David et al. [24] presented an approach for identifying fake
user’s identity from the Twitter platform. User profiles and
timelines were used to produce a feature set of 71 low cost
variables. These variables divide timeline-based features into
content-based and metadata-based features. Metadata based
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features refer to all the information that support or define
the main content. Feature engineering includes various steps
to explore that the data offers short re-collection of some
modifications that were recognized while supporting decision
trees with the totaled features. The variable importance is
used for finding the best feature combination from the feature
set effectively and efficiently.

All the feature sets were ranked according to four dif-
ferent measures. The selections by validated classification
are used to gain the accuracy of five supervised classi-
fiers, which include decision trees, support vector machine,
Naive Bayes, random forest, and single hidden layer feed
forward artificial neutral networks. Results of the proposed
approach demonstrate that the highest accuracy on average
was acquired with random forest working on 19 feature set.
It also confirms that the largely effective detection and the
devices that are feasible can be developed by the problem at
hand.

Moreover, a study by Keretna et al. [26] focuses on ver-
ifying actual accounts and fake accounts by the help of
using Whiteprint, which is the biometric writing style. The
feature sets were separated by using text-mining techniques
and the knowledge based is trained using supervised machine
learning algorithms. The recognition strategy for separating
the characteristics was started and then the similarity of the
characteristics vector was measured according to all charac-
terized vectors present in the knowledge base. Subsequently,
the most alike vector is recognized as a verified account. The
sets of features that are similar to the problem are selected.
The Stanford POS is used for extracting features. Using
messages of Twitter as a case study, the features are separated
according to the nature of Twitter and permitted pictures
and videos only through the links that are external. After-
wards, the technique is applied to the number of accounts
to investigate the resilience and efficiency of the proposed
methodology.

Meda et al. [27] designed a technique to identify spammers
on Twitter. In the proposed framework the training part is
done offline which focuses at the establishment of random
forest-based classifier that starts from the set of initial training
sets. In the process of feature extraction, the result is parsed to
attain a Twitter user profile. As machine learning techniques
require to work on numerical features, there is a need to trans-
fer profiles into vectors to well match with the ML-Module.
The feature extraction process separates and converts selected
features into real numbers to classify between spammers and
non-spammers.

The classifier is instructed with the sample acquired from
the previous step. Once the classifier is trained, its parameters
are fixed and the system is engaged in the run time Twitter
messages classification. The run time phase has the following
basic steps: (a) Twitter streaming API is used to gather Twitter
traffic that reoccurs Twitter reports in the format of JSON,
(b) the profiles of Twitter users are constructed based on
the features extracted from Twitter reports, (c) the classifier
allocates a category as spammer or non-spammer to the trial
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sample. The results of the study show the effectiveness of the
proposed method in comparison to various other models.

C. MISCELLANEOUS METHODS

Chen et al. [28] conducted a study on large-scale Twitter
dataset and presented an explanation of content polluter.
Some novel features are also proposed and combined with
other frequently used features to detect the spam. The features
were categorized into two classes, namely direct and indirect
features. Direct features, which can be obtained from the
unprocessed JSON tweets, are further categorized into tweet-
based and profile-based features. The indirect features cannot
be extricated from the unprocessed JSON tweets such as
history of tweets, social relationship, etc.

According to the observation, the indirect features can
assist to enhance the rate of detection with the surrender of
time performance. The authors identified superior features
from the time and accuracy perspective. The location under
the ROC curve is employed to illustrate the significance
of every individual feature. Moreover, feature selection via
recursive feature elimination (RFE) is used to select robust
features. The key concept of the RFE is to frequently con-
struct models to abolish the worst or best features. The pro-
cess is iterated until the entire feature set is visited. The most
important features include account age, friends count, retweet
count, hashtag count, etc. The results of the study show
that random forest classifier achieves high spam detection
accuracy in real-time.

Shen et al. [29] investigated issues of detecting spammers
on Twitter. The proposed method combines characteristics
withdrawal from text content and information of social net-
works. The authors used matrix factorization to determine
the underline feature matrix or the tweets and then came
up with a social regularization with interaction coefficient to
teach the factorization of the underline matrix. Subsequently,
the authors combined knowledge with social regularization
and factorization matrix processes, and performed experi-
ments on the real-world Twitter dataset, i.e., UDI Twitter
dataset.

The dataset that was used in this experiment was basically
collected in May 2011 on Twitter which contains 50 million
tweets in 140 thousand user profile and 284 million following
relationships. The content of the tweets for all users were
scanned manually. In the end, 1,629 spammers were sepa-
rated and 10,450 legal users from 12,079 users in their dataset
were extracted. To measure the efficiency of the proposed
approach, a conventional assessment measures was used to
detect the spammers. The method that is proposed un-seemed
to incorporate the features that are obtained from the text,
social information network, and supervised information into
a single framework. The results of the study demonstrate the
effectiveness of the spammer detection.

Washha et al. [31] described the Hidden Markov Model for
filtering the spam related to recent time. The method supports
the accessible and obtainable information in the tweet object
to recognize spam tweets and the tweets that are handled
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previously related to the same topic. The proposed work was
based on two various assumptions, which are given below.
« The observation that had been produced by some state
St that is hidden from the spectator at given time ¢
o The state where the current state S; is dependent on the
previous state S|
The authors explored the consequences of time dependent
learning model, which is used for detecting spam tweets of
current topics effectively. Moreover, the study also investi-
gated the influence of size training data on the capability of
spam detection. The authors claimed that the Hidden Markov
Model is capable of detecting spam tweets more effectively as
it is better solution to have high quality recent tweets. Table 2
provides the comparison of different techniques for spammer
detection.

IV. DISCUSSION

From the survey, we analyzed that malicious activities on
social media are being performed in several ways. Moreover,
the researchers have attempted to identify spammers or unso-
licited bloggers by proposing various solutions. Therefore,
to combine all pertinent efforts, we proposed a taxonomy
according to the extraction and classification methods. The
categorization is based on various classifications such as fake
content, URL based, trending topics, and by identifying fake
users. The first major categorization in the taxonomy is of
techniques proposed for detecting spam, which is injected in
the Twitter platform through fake content. Spammers gener-
ally combine spam data with a topic or keywords that are
malicious or contain the type of words that are likely to be
spam. The second categorization considers the techniques for
spam detection based on URLs.

Generally, because of the length-limit of tweet description,
spammers find it more promising to post URL to spread
malicious content than the plain normal text. Therefore,
URL based methods are absolutely customized to determine
tweets containing excess of URLs specifically on criminal
accounts. The third category in the proposed taxonomy con-
tains approaches meant for spam identification from trending
topics on Twitter. Hashtag or keywords, which are often
seen in tweets at a specific time, appear in the Twitter list
of trending topics and are likely to contain spam. Various
features for identifying spams in trending topics have been
classified with a variety of attributes. The fourth category in
the taxonomy is regarding techniques for the identification
of fake users to detect spams on Twitter. An assortment of
techniques has been introduced for detecting spams of fake
users that helps to overcome malicious activities against OSN
users.

In addition to reviewing the techniques, the study also pro-
vides the comparison of miscellaneous Twitter spam detec-
tion features. These features are extracted from user accounts
and the tweets that can help to identify spams. These features
are categorized into five classes, namely user, content, graph,
structure, and time. The user-based features incorporate the
number of following and followers, account age, reputation,
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FF ratio, and number of tweets. The content-based features
contain number of retweets, number of URLs, number of
replies and propagation of bidirectional, number of characters
and digits, and spam words.

The graph-based features include in/out degree and
betweenness centrality whereas the structure-based features
include average tweet length, thread life time (number of
times between first and last tweets), tweet frequency, and
depth of conversion tree. On the other hand, time-based fea-
tures include idle time in days and tweet sent in specific time
interval. Therefore, the survey is assembled by the classes that
are categorized according to different features that are used
for analyzing and detecting Twitter spams in various groups.
We further carried out a comparative study on the existing
techniques and methods that mainly capture the detection
of spams on Twitter social network. This study includes
the comparison of various previous methodologies proposed
using different datasets and with different characteristics and
accomplishments.

Moreover, the analysis also shows that several machine
learning-based techniques can be effective for identifying
spams on Twitter. However, the selection of the most feasible
techniques and methods is highly dependent on the avail-
able data. For example, Na ive Bayes, random forest, bayes
betwork, K-nearest neighbor, clustering, and decision tree
algorithms are used for predicting and analyzing spams on
Twitter with different classes of categorization. This compar-
ative study helps to identify all spam detection techniques
under one umbrella, as shown in Figure 1.

V. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this paper, we performed a review of techniques used
for detecting spammers on Twitter. In addition, we also pre-
sented a taxonomy of Twitter spam detection approaches
and categorized them as fake content detection, URL based
spam detection, spam detection in trending topics, and fake
user detection techniques. We also compared the presented
techniques based on several features, such as user features,
content features, graph features, structure features, and time
features. Moreover, the techniques were also compared in
terms of their specified goals and datasets used. It is antic-
ipated that the presented review will help researchers find
the information on state-of-the-art Twitter spam detection
techniques in a consolidated form.

Despite the development of efficient and -effective
approaches for the spam detection and fake user identification
on Twitter [34], there are still certain open areas that require
considerable attention by the researchers. The issues are
briefly highlighted as under:

False news identification on social media networks is
an issue that needs to be explored because of the serious
repercussions of such news at individual as well as col-
lective level [25]. Another associated topic that is worth
investigating is the identification of rumor sources on social
media. Although a few studies based on statistical meth-
ods have already been conducted to detect the sources of
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rumors, more sophisticated approaches, e.g., social network-
based approaches, can be applied because of their proven
effectiveness.
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