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ABSTRACT This paper presents a comprehensive evaluation of the effect of quasi oppositional - based
learning method utilization in output tracking control through a swarm-based multivariable Proportional-
Integral-Derivative (SMPID) controller, which is tuned by a novel performance index based on the step
response characteristics in multi-input multi-output (MIMO) system. The role of the proposed quasi
oppositional based SMPID controller is to modify the tracking strategy on AC/HVDC interconnected
systems while reducing the related cost function. The proposed analysis is established considering the
most highly cited, well-known tested and newly expanded swarm-based optimization algorithms (SBOAs),
such as Grasshopper Optimization Algorithm (GOA), Grey Wolf Optimization (GWO), Artificial Fish
Swarm Algorithm (AFSA), Artificial Bee Colony (ABC) and Particle Swarm Optimization (PSO). These
methods are used in the tuning process of multivariable PID (MPID) controller for output tracking control
of an interconnected AC/DC system with virtual inertia emulation-based HVDC capabilities. The virtual
inertia-based HVDC model, which is using a derivative technique, is attached for enhancing the system
frequency dynamics with fast power injection during the contingency. The potential possibility for achieving
a suitable assessment about the velocity reaction, the flexibility response, and the accuracy of the tracking
process is provided by four different scenarios which are operated by step load changes as essential inputs in
AC/HVDC interconnected MIMO system. Also the proposed fitness function, as deviation characteristics of
the step response in MIMO transfer function in virtual inertia emulation based HVDC model, is compared
with integral time absolute error (ITAE), as the standard performance index in the optimization process. The
results are compared with the conventional tuned MPID (C - MPID) controller using MATLAB software.
The obtained analysis emphasizes how the tuned SMPID can significantly increase the capability of tracking
control on the proposed AC/HVDC interconnected model.

INDEX TERMS Frequency control, virtual inertia, quasi oppositional-based learning method (QO-BL),
grey wolf optimization (GWO) algorithm, grasshopper algorithm (GOA), artificial fish swarm algorithm
(AFSA), artificial bee colony (ABC), particle swarm optimization (PSO), quasi oppositional-based GWO
(QO-GWO), quasi oppositional-based GOA (QO-GOA), quasi oppositional-based AFSA (QO-AFSA),
quasi oppositional-based PSO (QO-PSO), multivariable proportional–integral–derivative (MPID) controller,
conventional tuned MPID (C-MPID), swarm–based MPID controller (SMPID), swarm–based optimization
algorithms (SBOAs), AC/HVDC interconnected systemwith energy storage systems (AC/HVDCwith ESS).
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I. INTRODUCTION
The comprehensive growth and rapid development of AC
systems into a multi-area interconnected scenario, including
the increasing level of high power converter applications in
modern power systems, is giving rise to a very multiplex and
challenging issue, which will affect the overall power system
and particularly the frequency control in AC/DC systems [1].
AGC of a multi-area power system during load and resource
variation is a principal mechanism that can simplify different
targets such as frequency restoration, tie-line power flow
control between authority areas, and economic dispatch of
generation units [2], [3]. Multi-area interconnections can be
prepared by AC or DC tie-lines enabling the scheduled power
exchange between different control areas and also supplying
adequate support in case of abnormal conditions. Because
of several limitations associated with AC lines, especially
for long-distance connections, HVDC links have obtained
rising attention over the last years. HVDC interconnection
is one of the important applications of power converters
in multi-area interconnected power systems, which could
drive useful advantages like fast and bidirectional controlla-
bility, POD, and frequency stability support [4], [5]. Thus,
in some parts of the world, HVDC or hybrid interconnections,
including parallel AC and DC interconnections enhanced
earlier the preferred solution [6], [7]. Newly, for rising the
dynamic performance of AC/DC systems, various attempts
have been accomplished to make grid-connected converters
act like synchronous generators, by supplying more inertia
to the system [8]. One of the recent concepts in this topic
is related to the virtual inertia emulation task. This virtual
inertia is emulated by using modern control of power con-
verters by attention to the added short-term energy storage
system (ESS) within the DC link of the HVDC converters [9].
It can increase the possibility of having a higher amount of
distributed generation systems, connected to the grid through
power converters, without hindering the system stability.

Since the concept of virtual inertia in AC/DC intercon-
nected power systems is relatively new, there is a need to
extend more research on advanced control methodologies for
such multi-input multi-output (MIMO) systems.

By attention to the obtained experiences, especially in
MIMO physical systems, MPID controller has the most effi-
cient performance among other kinds of controllers [10].
Simplified, functional, and utilized performance are the
main reasons for using MPID controller more than oth-
ers [11]–[15]. However, Ho et al. [16] explained that only
20% of PID control loops are in suitable conditions. The
others are not, where 30% of PID controllers are not able
to achieve well due to the absence of setting parameters,
30% due to the installation of a controller system operat-
ing manual, and 20% due to the use of default controller
parameters. Recently, the MPI controllers design has been
noticed for different processes such as Industrial Scale -
Polymerization Reactor [17], Coupled Pilot Plant Distillation
Column [18], Narmada Main Canal [19], Quadruple-Tank
Process [20], Boiler-Turbine Unit [21], and Wood-Berry

Distillation Column [22]. Kumar et al. [17] had presented a
combination method based on the approximation of relative
gain array (RGA) concept to the multivariable process.

As we know, in most of the applied industrial systems,
the main targets of the control system design are the stabiliza-
tion proper tracking of the reference signal for a closed-loop
system. For the case of stabilization, power system stabiliz-
ers (PSS) are clear examples that canmitigate the oscillations,
caused by disturbances [23]–[26]. In roll stabilized missiles,
which are called no–roll missiles, a part of missile autopilot
as a control system is responsible for mitigating the rolling
oscillations [27]. Also in the invertible pendulum, the prin-
cipal aim of the controller design is stability maintenance
around the vertical equilibrium point. All described above
cases are good samples for regulator or stabilizer systems.
In these cases, all reference inputs are zero, (r(t) = 0), and
this will be the most important part of the system’s design for
such application. In many other applied systems, in addition
to stabilizing, the other main aim will be signal tracking
as well [28]–[30]. In these cases, unlike regulator systems,
all reference inputs are non–zero (r(t) 6= 0), and therefore
in tracking control, the closed-loop outputs will follow the
reference inputs. So they are called a tracker. For this case,
electrical machines are suitable samples, which their speed
should follow the desired value [31]–[33].

By attention to the above-explained cases, it can be con-
cluded that the main motivation of control of a dynamic
system is to pressurize the plant to perform enough closely to
(to track accurately) its eligible output treatment over some,
usually pre-specified, time interval and under real (usually
unpredictable and unknown) both external (input) actions
and initial conditions [34]. Therefore, it is obvious that the
principal goal of control is to satisfy that the dynamic model
of plant displays the desired kind of output tracking. These
goals can be easily satisfied by the proper design of the
swamp based-MPID controller, which is part of the controller
design in this paper.

In the following work, the Quasi – Oppositional (QO)
based learning, as a novel applied approach for achiev-
ing accurate and suitable output tracking control, is inte-
grated into the high impact, well satisfied, and freshly
developed swarm-based optimization algorithms (SBOAs).
Recently, QO - BL technique is utilized to solve power sys-
tem problems, including hydropower system operation [35],
stability analysis of hybrid power system [36], load fre-
quency control [37], automatic generation control [38]–[40],
optimal allocation power devices [41], [42] and economic
load dispatch problem [43]. Also, some developments are
achieved on this method to modify its performance in
the problem-solving process [44]. Some of the enhanced
optimization researchers about the proposed SBOAs in
this paper are such as Grasshopper Optimization Algo-
rithm (GOA) [45], Grey Wolf Optimization (GWO) algo-
rithm [46], Artificial Fish Swarm Algorithm (AFSA) [47],
Artificial Bee Colony (ABC) [48] and Particle Swarm Opti-
mization (PSO) [49]. According to the above applications,
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the proposed QO - BL method is applied for tuning
Swarm–based MPID (SMPID) controller, in output tracking
control of an interconnected AC/HVDC system with ESS
model. This study is the first of its kind which can enhance
the overall virtual inertia-based AC/DC interconnected sys-
tem through an accurate and exact output tracking control
approach.

The contributions of this paper are reflected through the
following aspects:

(i) To the best of the author’s knowledge, not too
many research works have been reported for design-
ing an advanced higher-level control for suppress-
ing the overall performance of such a multivariable
AC/DC system with virtual inertia-based HVDC
functionalities.

(ii) To fill this gap, the research conducted in this
paper is focused on a novel advanced control design
for the derivative-based inertia emulation concept
through the converter stations of the HVDC link. The
designed high-level control is achieved by using an
advanced SMPID controller in a multi-machine AGC
system.

(iii) The incorporation of swarm-based techniques with
MPID control is leading to an accurate hybrid solu-
tion that can be used as an evaluated strategy for the
output tracking problem of ESS-based virtual inertia
emulation AC/DC systems.

(iv) The main part of optimization in this work is focused
on a proposed performance index as a function
including the linear combination of step response
features such as stability index (SI) and settling
time (ST) and rise time (RT). Finding the best MPID
coefficients, as the main target among this pro-
cess, is realized using the minimization of the pro-
posed performance index. Two different applications
from this proposed performance index, are achieved
through the authors on MPI controller [50], [51]. The
optimization process is achieved by the extraction
of step response features from the transfer function
matrices in the AC/HVDC model. For achieving
a better comparison for the proposed SMPID per-
formance, at first typical MPID controller is tuned
using a conventional approach and then the designed
SMPID controllers are differentiated versus the con-
ventional type.

(v) An innovative optimization method is presented by
employing QO - BL method with SBOAs.

(vi) Furthermore, a comprehensive assessment is pre-
sented for demonstrating the performance of the opti-
mal tuning method, for achieving the best MPID’s
coefficients, through swarm-based algorithms. The
presented swarm-based methods are GWO, GOA,
AFSA, PSO, and ABC because of their advantages
over other algorithms. Some of the main advantages
are as follows:

1) convenience of implementation due to their sim-
ple structure.

2) less storage and computational requirements.
3) faster convergence due to the continuous reduc-

tion of search space.
4) fewer decision variables and therefore their ability

in avoiding local minima.
5) presentation of better stability and robustness.

The rest of the present work is arranged as follows: The
dynamic model of the test system is attended in Section II,
followed by the virtual inertia emulation–based AC/HVDC
interconnected system. The theory of tracking control and
its importance of utilization is reviewed in Section III, fol-
lowed by the output tracking control strategy. A brief out-
line of SBOAs is developed in Section IV, tracked by the
swarm-based optimization algorithms. Also, the concept of
the QO method is presented in Section V as the QO - BL
method. The simulation results, as the last Section is consid-
ered for the performance characteristics evaluation, including
the tracking flexibility, robustness, and sensitivity.

II. VIRTUAL INERTIA–BASED AC/HVDC SYSTEM
This section is focused on the presentation of a definition
for the concept of inertia emulation on AC/HVDC intercon-
nected systems as a two-area model.

A. DYNAMIC MODEL
As we know, AGC as a higher-level control strategy produces
the set-points for all the local components which are under
control by their local controllers and also inertia emulation
by a derivative term control strategy suitable for Power Oscil-
lation Damping (POD) and frequency support applications
in large-scale AGC interconnected power systems. In this
paper, the proposed model consists of parallel AC and HVDC
lines and energy storage systems (ESS) with a scheme of a
two-area AC/DC power system. Inertia emulation is known
as a capable method to utilize the derivation of the system
frequency proportionally to modify the active power refer-
ence of a converter. Then the emulated inertia can lead to
moderate the performance of the system dynamics on the
inertia response. This concept is the derivative control which
calculates the rate of change of frequency (ROCOF), and can
be described as:

1Pemulate = kαω0
d
dt
1ω (1)

where1Pemulate is the power reference and ω0 is the nominal
frequency and ka the inertial proportional conversion gain
which can be chosen basis on a renewing tuning process for
optimizing the frequency deviations. The block diagram of
a two-area system with parallel AC/HVDC links and added
ESS for providing virtual inertia emulation is performed
in Figure1.

As it is mentioned in Fig. 1, for achieving the performance
improvement of ESS models, two converters are considered
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FIGURE 1. Block diagram of the studied AC/HVDC with ESS model.

in accordance with HVDC coordination and secondary fre-
quency control signals to minimize the deviations of system
frequency during contingencies. The large-area frequency
and AC/DC power flow measurements are converged in
each area and tie-line and sent to the control center via
communication networks for the HVDC coordination and
secondary frequency control operation. It is important that
instead of these external signals, the virtual inertial emulation
is utilizing the local information only, which implies a faster
response [52], [53].

Also, Fig. 2, describes the frequency dynamics model of
the two-area AC/DC interconnected system with ESS for
inertia emulation [54]. As it is observed, the frequency devi-
ation of Area i in the Laplace domain can be expressed as:

1ωi =
Kpi

1+ sTpi
[1Pmi −1P li

− (1PtieACi +1PDC +1PESSi)] (2)

where 1Pmi and 1PESSi denote total active power from all
generation units (GENs) within Area i and k and the power
variation for emulating inertia, respectively.

AC power flow deviations1PtieACi of these two areas. Kpi
and Tpi are calculated as the model gain and time constant,
respectively. Also the step load changes in area i is mentioned
as1Pli. The power deviation from ESS in each area,1PESSi,
can be calculated as:

1PESSi =
Jemi

1+ sTESSi
(1ωi) (3)

It is so noticeable that practically the virtual inertia emu-
lation model can be tender to the input noises. Therefore,
it is possible to utilize a low pass filter which can be col-
lected to the proposed model for moderating the effects of

FIGURE 2. Two-area AC/HVDC system with ESS model.

noises. To consider this concept, the dynamics of such a filter
with storage elements are added by the time constant TESSi.
Therefore this constant parameter is collected for imitating
the control dynamic characteristic of the storage devices and
the new area control error of ith area will be obtained as:

ACEi = β i1ωi + [1PtieACi +1PDC] (4)
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where for Area i, βi is the frequency bias. Also, we can
calculate the other main state variables as:

1PtieACik =
Ti,j

s
[1ωi−1ωk] (5)

1PDCref = Ki1ωi +Kk1ωk +KAC1PtieAC,ik (6)

1PDCik =
1

1+ sTDC
1PDCref (7)

where 1PDCref is the desired DC power reference for the
HVDC line and the time constant for the DC link is called
TDC. Also Ki, Kk and KAC are the proportional coefficients
for the frequency deviations 1ωi, 1ωk and AC power flow
deviations 1PtieAC,ik of these two areas, respectively.

B. MATHEMATICAL AC/HVDC MODEL WITH ESS
STRATEGY
As mentioned in the previous section, we can have a total
MIMO linearized mathematical steady-state model of the
two-area AC/DC interconnected power system with virtual
inertia emulation strategy:{

1ẋESS (t) = AESS
(12×12)1xESS (t)+ BESS

(12×2)1uESS (t)
1yESS (t) = CESS

(2×12)1xESS (t)
(8)

1xESS =

1ω1 1ω2 1Pm1 1Pm2 1Pm3 1Pm4
1ACE1 1ACE2 1PtieAC12

1PDC 1PESS1 1PESS2

T

(9)

1uESS = [1P l1 1P l2]T (10)

1yESS = [1ω1 1ω2]T (11)

All of the main coefficients and constant values are avail-
able in [54]. As it was shown in Figures 1 and 2, it is supposed
that there is a parallel AC/HVDC link between Area i and
Area k, where both converter stations of the HVDC link are
simplified using ESS concepts. By attention to the dynamic
of the virtual inertia emulation model, the main equations
of these two AC/HVDC interconnected areas in the Laplace
domain will be as follows (2) – (7).

By considering the proposed method, a transfer function
matrix using 2 inputs and 2 outputs is designed by (12). In all
strategies, 1ω1 and 1ω2 are output variables:[
1�ESS

1 (s)

1�ESS
2 (s)

]
=

[
GESS
11 (s) GESS

12 (s)

GESS
21 (s) GESS

22 (s)

][
1UESS

1 (s)

1UESS
2 (s)

]
(12)

GESS
Tf (s) =

[
GESS
11 (s) GESS

12 (s)

GESS
21 (s) GESS

22 (s)

]
(13)

Figure. 3 denotes the block diagram model for the presen-
tation of (12) and (13), as the MIMO transfer function model.

III. OUTPUT TRACKING CONTROL STRATEGY
It seems that the servomechanism or servo–system theory is
historically considered as the first study about the concepts
of tracking control. The main reason for this calling is that
the applied controller should force the plant output to follow

FIGURE 3. MIMO transfer function model for AC/HVDC with ESS.

the time-varying desired output [55]. On the other hand, out-
put tracking, as the trajectory flatness-based tracking prob-
lem [56], [57], means that the main model is controlled in a
way that its output follows a desired reference trajectory.

Assume a linear multivariable plant, as shown in Figure 4.
As it is considered, an exogenous system causes a reference
signal (w), and subsequently, it is our target to track desired
reference signal by generated output such a way that the
error signal between them tends to zero. Also, a controller
is designed by measuring the signal y.We design a controller
with measurement signal y.

FIGURE 4. Configuration of output tracking control strategy.

By attention to Figure 4, the dynamic equations of the plant
can be written as follows:
ẊPlant (t) = APlantXPlant (t)+BPlantUPlant (t)+EWW (t)
YPlant (t) = Cy

PlantXPlant (t)+D
yu
PlantUPlant (t)+DywW (t)

EPlant (t) = Ce
PlantXPlant (t)+Deu

PlantUPlant (t)+DewW (t)
(14)

In the first above equation, XPlant ε Rn and UPlant ε Rm are
the plant states and inputs, respectively. Also in the exogenous
system,W ε Rp is the state of themodel. For the second above
equation, YPlant ε Rq is the measurement which explains the
send data to the controller. And finally, the third equation
describes the error, EPlant ε Rr, between the actual controlled
plant output and the reference signal.
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In addition to the described cases, the exogenous model,
as an individual system, which generates both terms of
EWW (t) and DywW (t), has a state-space realization which
its dynamic equation is as follows:

ẆPlant (t) = AExosysW (t) (15)

By considering to the state feedback controller equation,
UPlant(t) = − FXPlant(t) + GW (t), we have a closed-loop
system which follows:

ẊPlant (t) = (APlant − BPlantF)XPlant (t)
+ (EW + BPlantG)W (t)

EPlant (t) =
(
Ce
Plant − Deu

PlantF
)
XPlant (t)

+
(
Deu
Plant+G

)
W (t)

(16)

As it seems, by attention to (16), the main target is to
design a kind of controller that achieves both output track-
ing and internal stability. Internal stability means that if
we ignore the exogenous system and set W equal to zero,
the closed-loop system, including the plant and the applied
controller, is asymptotically stable [58].

By attention to [56] and [57], the flatness-based tracking
control will be realized for the controllable systems. There-
fore, the proposed AC/HVDC with ESS model in (8), can
follow from the output tracking laws because of controllabil-
ity. In this paper, we are going to find a suitable MPID con-
troller for achieving themost optimized and closed conditions
for output tracking control. Therefore a new fitness func-
tion is proposed to tun quasi opposite swarm-based MPID
(QO-SMPID) through the main characteristics of the step
response for the MIMO test model. Also, it is available
to assess the performance of the proposed QO-SMPID by
comparing the accuracy, flexibility, and reaction velocity of
the presented tracker in two different scenarios. Additionally
in this work, an individual Section is presented that the other
standard index, integral time absolute error (ITAE), is com-
pared with the performance of the applied fitness function.

IV. SWARM – BASED OPTIMIZATION ALGORITHMS
The first and the most typical definition for ‘‘swarm’’ is
based on a similar and simple set of agents that are inter-
connected locally among themselves. So by considering the
above explanation, SBOAs have been introduced as a subset
of nature-inspired, crowd-based algorithms that can generate
low-cost, fast, and robust solutions for an extensive set of
multiplex problems [59], [60]. On the other hand, SBOAs can
be called an individual branch of artificial intelligence (AI)
which are applied to implement the communal behavior of
social swarms in nature. The social interconnections between
swarm individuals can be either direct or indirect [61].

Simultaneous to introduce swarm-based computational
models, there has been a mutation in the number of scien-
tific activities which presented the successful utilization of
SBOAs in a various set of optimization tasks and complex
problems. SBOAs are known as a subset from a bigger set
which are called metaheuristic methods. A metaheuristic

is a high-multiplex problem that presents a set of strate-
gies to expand heuristic optimization algorithms. By atten-
tion to the recently obtained experiences in complicated or
large problems, metaheuristics are capable to give a suit-
able trade-off between solution quality and computing time.
Figure 5 presents a biology-based classification according to
the nature of SBOAs from 1980 to 2017. As it is observed,
insect, mammal, bird, fish, bacteria, frog, and group-based
hunting are the main taxonomies of SBOAs. In this section,
a relevant investigation is performed to find the number of
related papers in some of the important scientific databases,
such as IEEE Xplore, ScienceDirect, and SpringerLink. For
achieving a suitable search string, the authors considered
the name of SBOAs and ’’PID Controller’’, as the major
keywords, and also they investigated the publication value
of relevant papers in selected databases. The obtained results
from this research, are utilized in Table 1(a) and (b). Also,
these tables are applied to omit superfluous information and
introduce SBOAs completely. The main SBOAs framework
will be categorized as follows:

(a) Initialization of the swarm.
(b) Determination of the stop constraints.
(c) Calculation of the objective function.
(d) Upgrade and movement of the search agents.
(e) Extraction of the global best solution.

Certainly, for SBOAs, the definition of the algorithm
parameters is achieved before the initialization stage. The
next stage will be done to prevent the performance of SBOA
by means of the stop constraints check. The third stage of
the SBOA framework is to assess the objective function
value which is accountable for the search agents. As was
described in stage (b), the values of SBOA parameters should
be explained by some standard mathematical functions as the
objective function. The search agents in an SBOA will be
upgraded and moved according to the typical mathematical
structure of its algorithm.

Based on recent researches, the variety of these methods
has significantly increased over the last years [62]. Some
of the recent optimization algorithms, including monarch
butterfly optimization (MBO) [63], elephant herding opti-
mization (EHO) [64], moth search (MS) algorithm [65],
Slime mould algorithm (SMA) [66], and Harris hawks opti-
mization (HHO) [67], which, are not deniable in compari-
son with the applied SBOAs in this work. By considering
the obtained results from the tables, the authors decided
to investigate some of the high applicability, well-satisfied
tested and freshly developed methods among SBOAs, such
as Grasshoppers Algorithm (GOA), Grey Wolf Optimiza-
tion (GWO), Artificial Fish Swarm Algorithm (AFSA) and
Artificial Bee Colony (ABC) and Particle Swarm Optimiza-
tion (PSO), for utilizing as the main SBOAs in the quasi
oppositional process. As it is considered in these tables,
some of the columns in this academic online investigation
are specified using a solid line. This kind of mark in the
tables emphasizes to be inadequate the number of published
relevant researches in the corresponded database. There are
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FIGURE 5. Biology – Based Classification of Swarm-Based Optimization Algorithms (SBOAs).

some reasons for arising this case in the tables such as
(i) some of these described SBOAs, were developed in the
next years and therefore new well-evaluated versions were
created from primary previous algorithms which the investi-
gators were tended to simulate their optimization problems
with the newer similar SBOAs. (ii) IEEE database, as the
most important online academic research for power systems,
unregarded these SBOAs in the solution process of the opti-
mization problem. This is due to the lack of some desired
capabilities, such as their limitation in the speed of conver-
gence by comparison with other SBOAs, more complexi-
ties in the installation process, and excessive slowness for

achieving the best solution. As it seems, some SBOAs, such
as ABC, PSO, GOA, GWO, and GOA, as well-considered
algorithms, are utilized in electrical and power systems by
attention to their NORP in IEEE database. Therefore, the
authors, in the primary steps, selected them for tuning MPID
controller through quasi – oppositional method in the output
tracking control. They assure that this paper can consider
as an elementary starting point in QO – SBO method and
then it will be pursued by other new SBOAs in the future.
In the following section, a general review will be presented
about the performed SBOAs and after that, quasi-opposite –
based learning method will be browsed as the main proposed
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TABLE 1. (a) First part of online academic research about SBOAs from 1980 to 2017. (b) Second part of online academic research about SBOAs from
1980 to 2017.
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TABLE 1. (Continued.) (a) First part of online academic research about SBOAs from 1980 to 2017. (b) Second part of online academic research about
SBOAs from 1980 to 2017.

strategy in this paper. Then, the simulation results section
will emphasize assessing the proposed tuning MPID method
based on the obtained outcomes.

A. GRASSHOPPER OPTIMIZATION ALGORITHM (GOA)
The grasshopper optimization algorithm, which is firstly pro-
posed by Saremi et al. [61], is one of the new well-satisfied,
and famous SBOAs. To be clear, pliability, imitative-free
mechanism, and local optima avoidance are the most impor-
tant reasons behind the approval of GOA, like other applied
SBOAs in this paper. The GOA structure is modeled based on
the behavior of grasshopper swarms in nature. As it is defined
correctly in [51], two impressive processes in optimization
problems are exploration and exploitation of the search space.
the grasshoppers supply these two stages during the food
search through these social interactions.

By considering the above descriptions, it is possible to
define the mathematical model utilized for achieving the
behavior simulation of the swarm grasshoppers as follows:

X i = Si + Gi + Ai (17)

where Xi shows the position of the ith grasshopper, Si is
as the social interconnection, Gi is the gravity force of the
ith grasshopper and Ai specifies the wind advection. All of
these randomized behaviors is mathematically presented as
follows:

Si =
N∑
i=1
j 6=1

s
(∣∣xj − xi∣∣) xj − xid ij

(18)

where s is a function to define the strength of social forces,
as is presented in (19), N is the number of grasshoppers in a

swarm and dij indicates the distance between the ith and jth

grasshopper.

s = f e−
r
l − e−r (19)

where f and l are two constants that indicate respectively the
intensity of absorption and the attractive length scale, and r
is a real value. Therefore, finally (17) can rewrite as follows:

Xd
i = c(

∑N
j=1
j6=i

c
ubd − lbd

2
s(
∣∣∣xdj −xdi ∣∣∣)xdj −xdidij

)+ T̂d (20)

where ubd and lbd show the upper and lower band in
D - dimension, respectively. The main value for the
D – dimension in the best-calculated solution so far, is called
T̂d . Also, the coefficient c decreases the comfort zone propor-
tional to the number of iterations and is obtained as follows:

c = cmax − l
cmax − cmin

L
(21)

where themaximum andminimumvalues for c are introduced
by cmax and cmin respectively. Also the current and the biggest
number iterations are shown using l and L respectively.

B. GREY WOLF OPTIMIZATION ALGORITHM (GWO)
The other studied SBOA is called GWOwhich is based on the
social hierarchy and hunting behavior of grey wolves [68].
The benefits of GWO are:

(i) it helps to escape from the initialization of input
parameters.

(ii) it helps to be straightway and free from computa-
tional elaboration.

(iii) it provides the facility of the transformation of such
a concept to the programming language.

(iv) It provides the simplicity of understanding.

77580 VOLUME 9, 2021



I. M. Hosseini Naveh et al.: Quasi-Oppositional Method for Output Tracking Control by Swarm-Based MPID Controller

It is available to model GWO algorithm through the social
interconnection of grey wolves in nature, as the effective
part of a swarm-based algorithm. Several applied power sys-
tem problems are solved by utilizing GWO algorithm (such
as [35]–[69]). Naturally, a swarm of wolves is categorized
into individual types of members based on the command
level containing alpha, beta, delta, and omega. The most
impressive presiding wolf is alpha and this capability will
be decreased from alpha to omega. The hunting process in
wolves generally accomplishes as a swarm. On the other
hand, wolves collaborate in an intelligent way to hunt a
victim. The hunting process is begun by tracking the victim
by Grey wolves as a team. Then they try to siege it circularly.
This process will be pursued for achieving more chances in
hunting.

For achieving a mathematical model from GWO, as it can
emulate the hunting behavior of greywolves, it is necessary to
procreate a randomized swarm of wolves in the search space.
Then utilize a, b, and d wolves to approximate the position
of the victims. As for other wolves, they are commanded
to determine the distance between themselves and the a, b,
and d wolves, and after that, they get close to the victim and
encompass it. In the end, they catch the victim successfully.
These comprehensive stages are indicated in Figure 6.

FIGURE 6. The conceptual block diagram for GWO algorithm.

It is possible to generate a mathematical model as follows:

ED = |EC. EXp(iter)− EX(iter)| (22)
EX(iter+ 1) = EXp(iter)− EA. ED (23)

where EX(iter + 1) emphasizes the new position of the wolf.
Therefore, EXp(iter), by subscript p, illustrates the current
location of the victim. Based on (22) and (23), to determine EA
and EC, as defined coefficients, the equations can be rewritten
as follows:

EA = 2 Ea.Er1 − Ea (24)
EC = 2 Er2 (25)

The distance, which indicates the location of the victim,
will be named by ED. Also Ea is a setting parameter that
decreases linearly from 2 to 0 among the procedure. Also
two randomized parameters, Er1 and Er2, are generated from the

interval 0 to 1. In the hunting procedure which is led by α, the
positions of the wolves are upgraded. Despite α is the most
impactful agents in the hunting phase, as yet sporadically β
and δ also cooperate in this process. To find the best positions,
the three optimized solutions (determined so far) in terms of
α, β, and δ are fixed and the remaining solutions including ω
challenge. Following equations are utilized to upgrade:

EDα = |EC1 · EXα − EX |, EDβ = | EC2 · EXβ − EX |,
EDδ = | EC3 · EXδ − EX | (26)
EX1 = EXα − EA1 · EDα, EX2 = EXβ − EA2 · EDβ ,
EX3 = EXδ − EA3 · EDδ (27)

EX(iter+ 1) =
EX1 + EX2 + EX3

3
(28)

It would be indicated that the final position is random
naturally among the circle which is completely described
by α, β, and δ in the search space, while the other wolves
upgrade their position by approximating the victim position.

C. ARTIFICIAL BEE COLONY ALGORITHM (ABC)
One of the high-trusted and well-satisfied swarm-based
meta-heuristic algorithms is Artificial Bee Colony (ABC)
[70]. In this SBOA, like some other algorithms, the most
determinative factor for constructing the effective exploita-
tion and exploration process is the operation of the honey bees
foraging. The obtained different experiences demonstrate to
be well-satisfied with the ABC algorithm for the solution of
the multidimensional optimization problems (such as [71]).
The bee population is classified into three main groups which
work in the colony: (i) employed, (ii) onlooker, and (iii)
scout bees. There are three important stages in the search
procedure. At first, randomly the food sources are chosen
as the initial target movement for the employed bees. There-
fore, these surrounded sources are considered as a possible
solution for the optimization process. After that, it will be
available to determine the value of the objective function by
utilizing the nectar amount of the food source. The obtained
value for this objective function represents the quality of the
solution. The onlooker bees are situated to the food source
through probability-based choice. In fact in this method,
the better value for the objective function will be equal to the
higher the probability of onlooker bees choosing that specific
food source. The most important scheme for upgrading the
food source position is the greedy selection. The modifica-
tion process for the position selection of the food source is
achieved using the employed bees. So the comparison process
of the objective function value of the modified solution is
utilized with the previous objective function value. If the
improved solution of the objective function value is higher,
the improved food position and objective function value will
be upgraded, substituting the previous values. It is possible
to generate the modified food solution utilizing the following
equation:

P ij = X ij + θ ij
(
X ij − X ik

)
(i 6= k) (29)
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where the current iteration is named by i and random digits
as j and k, are selected while j, k ε [−1, 1]. According
to (29), it is obvious when the distance between Xij and Xik
is decreased, the changes attached with the food source, Xij
will be reduced. This decreased process will be eventuated
the ABC narrow down to the solution step by step using
decreasing the step size as the optimized solution approaches.
Therefore, the improved parameter, Pij will be utilized as the
modified food source formore evaluation. Also, a food source
is chosen according to the possibility of the food source, ξi,
using the onlooker bee, as follows:

ξ i =
αFi(

max
{
Fg
})
+ β

, Fg = {Fi,Fi+1,Fi+2, . . . ,Fk}

(30)

where the fitness value of solution i as assessed by the
employed bees is named Fi and the maximum fitness value
for the general fitness derived from the employed bee section,
Fg, is named max{Fg}. Also, k in (30) indicates the total
number of food sources. The randomized numbers, α and β,
in (30) indicate the variables which are considered in [0, 1]
while α is 0.9 and β is 0.1 (α+β = 1) [72]. The exploitation
of the food sources is performed using the employed and
onlooker bees. After that, the exploration of the food sources
is lead to raise the onlooker bees through the scout bee phase.
It is possible to abandon the food source when the position
of the food source cannot be modified using a specified num-
ber of cycles. Then a fresh food source, which is randomly
produced using the scout bee phase, will be replaced with
the abandoned food source. So this substituted food source is
evaluated using the scout bee phase to characterize if a better
solution exists figured out to the current solution. Finally,
the food position and objective function are upgraded if a
better solution exists.

The ability scheme of the local and global search will be
augmented by the greedy selection scheme and the random
selection scheme. According to the above descriptions, a con-
ceptual flowchart indicated the ABC algorithm in Figure7.

D. ARTIFICIAL FISH SWARM ALGORITHM (AFSA)
Naturally, singular search or tracking the other fish can aid
a fish to find the more nutritious area. Simulation of the fish
treatment, including hunting, crowding, and tracking with the
local search of individual fish for achieving the global opti-
mum, is considered as the main concept of the AFSA [47].
The living environment of a fish is regarded as the solution
space and the states of other fish.

The next treatment of fish pertains to its current state and its
local environmental state. The environment of a fish will be
impressed through its individual and companion’s activities.
This algorithm has resembling attractive characteristics of
genetic algorithm (GA), such as non-aligned from gradient
data of the objective function, the capability to dissolve intri-
cate non-linear high dimensional problems. Also, they con-
verge faster than other similar cases and need few parameters

FIGURE 7. The conceptual block diagram for ABC algorithm.

to be tuned. While AFSA hasn’t the crossover and mutation
procedure applied in GA, so it could be worked more easily.

Artificial fish (AF) is a fictitious entity of true fish, which is
utilized to continue the analysis and clarification of the prob-
lem and can be perceived through the animal ecology concept.
It is possible to consider an AF as an entity summarized with
a collection of treatments and individual information through
the object-oriented analytical method.

Assume X = (x1, x2, . . . , xd) is the current position of an
AF. The maximum step-length that a fish can take in every
motion, is named using (S or Step). Also, the visual distance
is introduced by V and therefore Xv designates the visual
position. In addition, the location of the companions inside
the visual distance of the current AF is considered as Xn1,
Xn2, and Xn3. Each AF investigates the search space around
its vision distance. If a new position is better than its current
location, it goes a step toward that position. Consider that
Y = f (X ) indicates the food attentiveness of the AF at the
current position, where the objective function is called by Y .
By considering the above descriptions, Figure 8 indicates a
view of an AF and its environment.

The general treatment of an AF can be described in four
different classifications as follows:
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FIGURE 8. An AF with its environment.

1) HUNTING PROCESS
It can dare say that hunting treatment is the main applied
process for a fish for achieving a location with the high-
est attentiveness of food. This treatment can be simulated
through a radius of the neighborhood of a fish. Assume X (t)i is
considered as the current position of the ith AF and also Xj be
a state of an AF which is chosen randomly through the visual
distance of the ith AF as follows:

X j = X (t)i + V · rand (31)

where the visual distance of the AF is called V and rand
indicates a random vector with each element between 0 and 1.
In following the hunting process:

if
(
Y i < Y j

)
X (t+1)i = X (t)i + S · rand ·

X j − X
(t)
i∣∣∣∣∣∣X j − X
(t)
i

∣∣∣∣∣∣ (32)

else

X (t+1)i = X (t)i + V · rand

end

2) SWARMING PROCESS
Naturally, the tendency of the assembling is a conventional
feature in each swarm. This swarm-based characteristic helps
the animals to preserve themselves from danger while pre-
venting over-crowded areas. Assume the sum of AFs indi-
cates using n, also the number of companions inside the visual
distance of the ith AF is shown by nf . Then the central position
for the D-dimension space is called Xc = (xc1, xc2, . . . , xcd)
where xcd is defined as follows:

xcd =
1
nf

(
∑nf

j=1
xjd) (33)

If the described constraints in (34) are persuaded,
Y c > Y i

,
nf
n
> δ

(34)

where the swarming coefficient is called δ, this denotes that
there is more food in the center, and the area is not over-
swarmed. In such situations:

It is important that the hunting process will be accom-
plished if: (i) the denoted constraints in (34) are not satis-
fied (ii) there is no companion inside the visual distance of
the ith AF (or nf = 0).

3) TRACKING PROCESS
The tracking stage takes place when a fish discover a location
with a better concentration of food, other fishes track. So in
this process:

if
(
Y i<Y j

)
&&

(nf
n
<δ
)

% X j contains more food
and

% it is not over-swarmed

X (t+1)i = X (t)i + S · rand ·
X j − X

(t)
i∣∣∣∣∣∣X j − X
(t)
i

∣∣∣∣∣∣ (35)

else
The hunting Process is executed

end

4) RANDOM TREATMENT
As it was indicated about the ABC algorithm, foraging is the
common, main and random activity within all swarm-based
animals which is led to create an intelligent approach. The
random treatment authorizes an AF to search for food or to
track a swarm in a larger space. On the other hand, the ran-
dom treatment for an AF happens when none of the relevant
indexes to the hunting, swarming, and tracking treatments are
persuaded. Therefore, the AF chooses a random state inside
its visual distance, as follows:

X (t+1)i = X (t)i + V · rand (36)

Generally for the AFSA, the equivalent factor between
exploration and exploitation is managed through δ, V, and S.
The exploration capability will be increased using a selection
of larger δ, V, and S values.

E. PARTICLE SWARM OPTIMIZATION (PSO) ALGORITHM
This strategy, in the improvement trajectory of the earliest
SBOAs, Ant ColonyOptimization (ACO) [73], [74], was con-
stituted and gradually was accepted as the most high-applied
and well-trusted in all scientific societies [75]. The swarm
of applicant solutions within the optimization process is
selected as the main particles in the PSO algorithm. In this
methodology, the vector of position and velocity, are enumer-
ated as the main components for each one of the particles.
Also, the Newtonian approach is achieved to guide every
particle inside towards the global optimum. To prevent the
repetition of similar concepts and equations in this section,
the authors prefer studying the above references and also [76],
for achieving the performance and applications of PSO in the
optimization process.
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V. QUASI OPPOSITIONAL – BASED LEARNING
Indubitably, one of the most tangled knots in SBOAs is to
neglect to jump out from local minima. Therefore by con-
sidering this problem, it is impossible to achieve the best
feasible optimized solution. Step by step, several expan-
sive auxiliary methods have been introduced to overcome
this complication [124]–[126]. For the first time, Tizhoosh,
enhanced the evolutionary trajectory by introducing of
oppositional-based learning (O-BL) strategy [127]. There-
fore, O-BL was expanded to enhance the applicant solution
by considering the current population besides its opposite
population at the same time. If x(x1, x2, . . . , xD), is assumed
as xi ε [αlbi , β

ub
i ] and xi are real numbers in a D-dimensional

space, then its opposite number, xo, is defined as follows:

xoi = α
lb
i + β

ub
i − xi (i = 1, 2, 3, . . . ,D) (37)

The above definition of the opposite point is described
based on the relationship between points in the search space
without considering their target values. Figure. 9 shows x and
its opposite, xo, in different dimensional spaces.

FIGURE 9. The placement point x and its opposite, (a) In 1st dimension
space, (b) in 2nd dimension space, (c) in 3rd dimension space.

SBOAs are begun by the initial population and focus on
enhance them toward some optimal solution. The process
of searching concludes when some predefined criteria are
assured. The process is begun with random guesses in the
absence of a priori data about the solution.

This work can be amplified by beginning with a
closer i.e. fitter solution by exactly the opposite solution.
By considering O - BL method, the fitter one (guess or

opposite guess) may be selected as an initial solution. The
basis of the theory of probability, half of the time value,
a guess is farther from the solution than its opposite guess.
So the process begins with the closer of the two guesses. The
duplicate method can be approached not only to the initial
solution but also continues to each solution in the current
population.

For the first time, Rahnamayan et al. [128] presented
Quasi-Oppositional (QO) based learning method for more
achieving to the applicant solution by attention to the current
population additionally its quasi-oppositional at the same
time. As it seems SBOAs by this method can provide a
quasi-opposite number which is usually closer than a ran-
dom number to the solution. Also, it was proved that a
quasi-opposite number is usually closer than an opposite
number to the solution [129]. In this paper, the authors have
tried to utilize the QO technique for both preprocessing,
including population initialization and generation jumping.

As it was defined in O-BL about the opposite of a real
number in D-dimensional space, for any real number, like
x(x1, x2, . . . , xD), subject to xi ε [αlbi , β

ub
i ], its quasi-opposite

number, xqo, is introduced as follows:

xqoi = rand

(
αlbi + β

ub
i

2
, xoi

)
(i = 1, 2, 3, . . . ,D) (38)

As it was mentioned, it is possible to attain more suitable
applicant solutions QO-based population initialization may
achieve fitter candidate solutions as the concurrent consid-
eration of the randomly caused initial positions and their
quasi-opposite positions enhance the quality of the initial
population and speeds up the search process by exploring the
robust regions of the search space. The constructional-code
of QO-based population initialization is attended as follows:

A. CONSTRUCTIONAL-CODE FOR QO-BASED
POPULATION INITIALIZATION
Generate initial random population: x

For i = 1: Npop % the population size is
called Npop

For j = 1: Dp % the dimension of problem is Dp
x0(i, j) = αlb(1, j)+ βub(1, j)− x(i, j)

% the opposite of x is called x0

C(i, j) = αlb(1, j)+ βub(1, j)/2
if (x(i, j) < C(i, j))
xq0(i, j) = C(i, j) + (x0(i, j) − C(i, j)) × rand

% the quasi opposite of x id xq0

else
xq0(i, j) = x0(i, j) + (C(i, j) − x0(i, j)) × rand

end
end

end
The optimization procedure may be enforced to skip based

on jumping rate, Jr , to a new applicant solution that is more
compatible than the current one. After producing a fresh
population-based on Jr, the quasi-opposite population is esti-
mated and the most suitable population gets classified from
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the union of current and quasi-opposite population-based on
applicant solution. In this research, the time-varying jumping
rate is calculated as follows:

Jr =
1Jr × NFR
NFRmax (39)

where 1Jr = Jmaxr − Jminr and NFR is the number of
function recall at the current iteration. In the following paper,
the jumping rate is considered as Jr ε [0, 0.4]. Therefore,
the constructional-code of QO-based generation jumping is
exhibited as it shows:

B. CONSTRUCTIONAL-CODE FOR QO-BASED
GENERATION JUMPING
Calculate jumping rate from (40): Jr
If (rand < Jr )
For i = 1:Npop % the population size is called Npop

For j = 1: Dp % the dimension of problem is Dp
x0(i, j) = αlb(1, j)+ βub(1, j)− x(i, j)

% the opposite of x is called x0

C(i, j) = αlb(1, j)+ βub(1, j) / 2
if (x(i, j) < C(i, j))
xq0(i, j) = C(i, j) + (x0(i, j) − C(i, j)) × rand

% the quasi opposite of x id xq0

else
xq0(i, j) = x0(i, j) + (C(i, j) − x0(i, j)) × rand
end

end
end

end
It is considered that in the present work, as it was explained,

the quasi-oppositional method is selected for all utilized
SBOAs, including QO-GWO, QO-GOA, QO-ABC, QO-
AFSA, and QO-PSO, as the main way for preparing (pop-
ulation initialization and generation jumping) swarm-based
methods. Figure. 10 illustrates x and its quasi-opposite, xqo,
in all three-dimensional spaces.

VI. CONVENTIONAL MPID CONTROLLER DESIGN
The typical tuning process of an MPID controller, conven-
tionalMPIDwhich is called C-MPID in all simulation results,
for a linear multivariable stable plant is introduced in [130].
Fig.8 indicates a structure from applied C-MPID in this paper.
Therefore, the obtained C-MPID controller coefficients from
this method are calculated based on the bandwidth frequency,
ωB. Accordingly, the interaction is decreased and a suitable
decoupling characteristic is obtained around the frequency.
After all, it is important to note that this typical method
is not an easy task to be utilized practically for frequency
analysis. In thismethod, for achieving the C-MPID controller,

GTypical
C (s) = k typicalp +

k typicali
s + k typicald s, the proportional,

integral feedback, and derivative gains are calculated from:

ktypicalp = ρGESS
Tf (jωB)−1 ,

ktypicali = µGESS
Tf (jωB)

−1 ,

ktypicald = δGESS
Tf (jωB)

−1 (40)

FIGURE 10. The placement point x and its quasi – opposite, (a) In 1st
dimension space, (b) in 2nd dimension space, (c) in 3rd dimension space.

where ρ, µ and δ are the tuning parameters. By considering a
complex gain obtained from the calculation of GESS

Tf (jωB)
−1,

a real approximation of GESS
Tf (jωB)

−1 is necessary which can
be done by solving the following optimization problem as
follows:

M
(
N,∅

)
=

[
GESS
Tf (jωB)N − ej∅

]T [
GESS
Tf (jωB)N − ej∅

]
,

(41)

where N and ∅ are two constant parameters that are utilized
to minimize M [130].

As it was described, FIGURE 11. indicates the general
structure which is performed for tuning C-MPID controller
and comparing it with the proposed QO-SMPID in this paper.

VII. PROPOSED OBJECTIVE FUNCTION
To evaluate the performance of SBOAs in finding the best
coefficients ofMPID forAC/HVDCwith the ESS, at first, it is
necessary to propose a new cost function according to desired
MIMO characteristics. The utilized minimization process,
which is introduced in this section, is achieved using SBOAs
for the proposed cost function and it will be compared with
C-MPID method as explained in Section VI.
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FIGURE 11. Typical MIMO block diagram for 2 inputs and 2 outputs.

A. INTRODUCTION OBJECTIVE FUNCTION TERMS
This part is concentrated on finding a suitable and strong
method for the optimization process. By considering the
derived features of step response and its availability in every
iteration of the simulation, an objective function is utilized
according to the required features of the step function. So the
calculation procedure of the fitness index is centralized on the
determined MIMO transfer function in this part.

On the other hand, the applied objective index is a func-
tion that contains the summation of selected step response
features as a linear combination by weighted coefficients.
The proposed features, which are mentioned in this work, are
described as follow:

1) STABILITY INDEX (SI)
One of the most impressive factors in all linear systems, that
can challenge stability, is the movement manner of closed-
loop poles. As it is cleared, the nature of a linear steady-state
model can be affected by the pole placement process in the s.
Therefore, in this work, the authors are going to present a new
approach based on the step response manner for achieving
another stability index based on the poles’ behavior during the
optimization process. The described above details persuade
the authors to redefine and utilize a new systemical index
based on the step response behavior which is obtained from
the calculated transfer function of the investigated system.

For achieving this component, firstly it is necessary to
consider the real value of poles. Then, it can be noted that the
most positive value between the obtained reals with determin-
ing their maximum is selected. As we know, when these poles
locate on the imaginary axes or in the right hand of s (unstable
poles), the calculated parameter will be zero or bigger than
zero. To conquer this problem, we can write:

Maxpi = max
{
Real

(
p1
)
,Real

(
p2
)
, . . . ,Real

(
pi
)}

(42)

where p1, p2, . . . , pi are the obtained closed-loop poles
in (42). So:

MaxRealpi = min
{
Maxpi , 0

}
(43)

On the other hand, if there is an unstable pole or a closed-
loop pole locates on the imaginary axes, by attention to (43),
the MaxReal value will be equal to zero. Also by consider-
ing (43), the maximum real part of closed-loop poles will

be negative or in the worst possible case equal to 0. Now,
the stability index (SI) parameter can be described as follows:

SI =
−1

MaxRealpi
(44)

FIGURE 12. The calculation form of SI parameter by (45).

Figure 12, indicates the pole placement of a system with
5 different closed-loop. This figure shows that one of these
poles locates on the half-right side of s. Also, one pole locates
on the imaginary axes. Based on the described explanations,
SI parameter will be calculated in this figure.

2) SETTLING TIME INDEX (ST)
Indisputably, the minimum time that the amplitude gets to
correct the error of 0.05, as the settling time index, is one of
the highest risk factors for step response in a system. On the
other hand, based on (12), AC/HVDCwith ESS model, as the
main plant, has aMIMO transfer function. Then by utilization
of the step unit function, as the input signal, the obtained step
response will be determined in a 2× 2 matrix form.
Therefore, in this paper, the authors encounter four ST

parameters which everyone belongs to one of the element
matrices of the step response. Therefore, it seems that for
MIMO step response:

STMIMO
=

[
ST11 ST12
ST21 ST22

]
(45)

Actually, by attention to the worst possible situations, and
the obtained elements of the matrix in (45), this index can be
calculated:

ST = max{ST ij} (46)

3) RISE TIME INDEX (RT)
The final impressive factor of step response, which is used
as the third term in the proposed objective function, will be
introduced as the time it takes for the response to rise from
10% to 90% of the steady-state response. Correspondingly,
there is a matrix for the calculated RT as follows:

RTMIMO
=

[
RT11 RT12
RT21 RT22

]
(47)
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Andfinally, the third indexwill be determined as it follows:

RT = max{RT ij} (48)

Therefore, based on (44), (46), and (48), the objective
function can be introduced as a linear combination of the
above indexes:

Z = k1 × (SI)+ k2 × (ST )+ k3 × (RT ) (49)

where k1, k2, and k3 are constant and real positive digits which
are chosen based on the aim design. By considering these
constant digits, it will be changed the duty of every above
index in the minimization process of the objective function.
It is notified that in this case, the authors sorted out all ki
are equal to 1. As it seems in (49), the objective function is
generated by three terms with the same dimension. There-
fore, SBOAs, including GOA, GWO, ABC, AFSA, and PSO
will be accomplished by execution of this objective function
during the optimization procedure. FIGURE 13. indicates a
conceptual block diagram from the optimization process by
the proposed objective function.

FIGURE 13. The proposed SMPID controller block diagram.

VIII. IMPLEMENTATION OF QO STRATEGY ON SBOAs
As it was described in the previous sections, the main idea
of the authors is to apply QO strategy on SBOAs for tun-
ing MPID controller in the output tracking control process.
Therefore, an algorithmic trajectory is presented to imple-
ment this method and install QO-SMPID according to the
following applied steps:

Step 1) Initialize the input parameters of the selected
SBOAs, such as population size and the number of iterations.

Step 2) Set the preparation parameters of QO strat-
egy, such as the minimum and the maximum jumping rate
(Jmaxr and Jminr ).

Step 3) Prepare swarm, such as the search agents genera-
tion randomly.

Step 4) Calculate the proposed objective function, based
on (50).

Step 5) Determine quasi-opposite population at the calcu-
lated search space and opposite population using (38).

Step 6) Return to Step 4 and calculate the objective func-
tion by attention to described changes in Step 5.

Step 7) Upgrade and refresh the positions according to the
main mathematical equation for the selected SBOAs.

Step 8) Assess the feasibility of the recently produced
solution.

Step 9) Exchange infeasible solution by the randomly
produced new solution.

Step 10) Generate a quasi-opposite population based on
the defined jumping rate.

Step 11) Assort the positions of the calculated search
agents among Step 10 from the best to worst value and utilize
the determined values in Step 11 for the next generation.

Step 12) Return to Step 7 while the termination index is
met.

IX. SIMULATION RESULTS AND DISCUSSION
According to the explanations in the previous section,
the main goals of this section are as follows:

a) To evaluate the flexibility, velocity, and accuracy in the
performance of the proposed output tracking control by
considering a high-challenged scenario for the refer-
ence inputs. It is also useful to consider the variation
of the tested MIMO outputs, two outputs related to
MIMO features, with tie-line AC power between the
areas (1PtieAC12).

b) To digitize the obtained simulation results for more
suitable comparison among the applied SBOAs and
also following the variation of all terms of the objective
function.

c) To investigate the structural stability assessment by
considering small deviations in the main constants of
AC/HVDCmodel with ESS, such as the control param-
eters and the robustness performance.

d) To compare the characteristics performance of the pro-
posed objective function with the standard index, such
as integral time absolute error (ITAE).

A. PERFORMANCE ASSESSMENT OF PROPOSED SMPID
One of the best ways for achieving the accurate evaluation
of the proposed output tracking control is the flexibility
assessment of the obtained output. Therefore, the authors
defined the main scenario by attention to deviation in the
reference input signal shown in Figure 14. In the following
part, the proposed scenario will be realized by the tuned
SMPID through QO strategy.

The selected SBOAs for implementation in this work are
GWO, GOA, AFSA, ABC, and PSO. Then, the obtained sim-
ulation results will be compared with the conventional MPID
(C-MPID) controller. This part is concentrated on finding
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TABLE 2. The performance analysis of the main scenario on SBOAs.

FIGURE 14. The reference input signal for the main scenario.

a suitable and strong method for the optimization process.
By considering the derived features of step response and its
availability in every iteration of the simulation, an objective
function is utilized according to the required features of the
step function.

B. SIMULATION SCENARIO
For achieving a more accurate assessment about the pro-
posed tuning SMPID controller among the output track-
ing control process, cascaded changes have happened
as shown in Figure 14. In this way, both under and
over-frequency events can be considered for assessing
the performance of the controller on tracking the step
responses.

Firstly, original SBOAs are prepared to tune MPID con-
troller parameters, and also QO strategy is utilized in
SBOAs to precipitate their convergence velocity and com-
putational performance. Because of the randomized nature
of the optimization process, the various individual trial is
necessitated to employ to extract the best solution. The
comprehensive analysis with various population sizes in
all selected SBOAs indicates that for a higher amount of
population sizes such as 50, 60, 70, and 80, the objec-
tive value and its terms (SI, ST, and RT) are closed

equal to those amounts which are calculated at population
size = 50.
Therefore, according to the obtained results, the authors

considered that the selected SBOAs can present more accept-
able outcomes by definition of the population size equal
to 50 among the optimization process. Table 2, empha-
sizes the final tuned MPID coefficients for all considered
SBOAs.

FIGURE 15. The convergence trajectory of the objective function.

Figure 15, shows the variation of the objective function
among the tuning process of MPID using the proposed
SBOAs by considering QO strategy. As shows that the pop-
ulation size equal to 50, will lead to suitable and unrepetitive
objective values.

Table 2, indicates the final setting MPID parameters for all
considered SBOAs in the considered population size.

By attention to the variation of the objective function,
Figure 15, it can be observed that the convergence speed
in QO-SBOAs is better than the conventional SBOAs. Also,
by attention to Figure 15, it seems that GWO has active par-
ticipation in the convergence trajectory in comparison with
other SBOAs.

Figures 16 and 17, indicate the results of the imple-
mentation of the tracking control trajectory through the

77588 VOLUME 9, 2021



I. M. Hosseini Naveh et al.: Quasi-Oppositional Method for Output Tracking Control by Swarm-Based MPID Controller

FIGURE 16. Tracking Trajectory on the First Output Using Proposed
Method: (a) By GWO and QO – GWO, (b) By GOA and QO – GOA, (c) By
AFSA and QO – AFSA, (d) By ABC and QO – ABC, (e) By PSO and QO – PSO.

tuned MPID controller. In this part, a comparison is
performed between the conventional method, which is
called C-MPID in both figures, the tuned swarm-based

FIGURE 17. Tracking Trajectory on the Second Output Using Proposed
Methods: (a) By GWO and QO – GWO, (b) By GOA and QO – GOA, (c) By
AFSA and QO – AFSA, (d) By ABC and QO – ABC, (e) By PSO and QO – PSO.

controller, and the QO-SMPID controller. The proposed
tracking method is followed for the first obtained output
from the MIMO AC/HVDC with ESS model in Figure 16.
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It results for the tracking trajectory of the second output
with the proposed method, is also presented in Figure 17.
By considering these figures, it can be concluded that the
proposed QO-SBOAs method for tuning MPID provides
well-trackable with high accuracy performance for the test
system. According to Figure 11, It should be reminded
that the applied MPID model for this simulation is as
follows:

GC1 (s) = kp11 +
ki11
s
+ kd11s,GC2 (s)

= kp22 +
ki22
s
+ kd22s (50)

The digitized calculated results for the first output (y1) in
the MIMO model are also provided in Table 3.

Table 3 illustrates the digitized obtained results among the
implementation of the main scenario. This table can realize
more accurate analysis on all selected SBOAs and therefore
it presents more detailed data about the proposed MPID
controller.

As it is viewed, Table 3 indicates that QOGWO presents a
suitable improvement in the tracking process of the reference
input in both obtained outputs. Also, the record results in this
table confirm the authenticity of the accommodated outcomes
in Table 2.

As it was explained,1PtieAC12, as an appropriate common
state among the simulation process, can be also considered
for additional evaluation of the obtained results from the test
system. Figure 18, illustrates the variation of this variable
among all the employed SBOAs in AC/HVDC with ESS
model.

As it is clear that the tie-line AC power deviations
(1PtieAC12) between areas among employing a step load dis-
turbance will be zero [131] and equation (5) can be rewritten,
according to MIMO input as follows:

1P tieAC12 = Kcom
(
1y1 −1y2

)
(51)

where 1PtieAC12 exhibits the tie-line AC power devia-
tions between two areas. According to Figure 18, utilizing
the QO-SBOAs in AC/HVDC with ESS model occur that
1PtieAC12 presents the most closed variations to zero. By
attention to this figure, it can be observed that the applied
QO-SBOAs provide a higher degree of convergence, com-
pared with the conventional SBOAs

Also, by attention to Table 3, it is considered that QOGWO
shows a higher trackability for the first calculated output
(1y1) from the MIMO test system. Similarly, this fact is
repeated for the second obtained output (1y2) in comparison
with other SBOAs.

C. SENSITIVITY ANALYSIS
According to a standard definition, the capability of a system
to execute impressively, when its variables differ among a
specific supportable range is called robustness. Therefore,

FIGURE 18. The Tie – Line AC Power Deviation among Tracking Trajectory:
(a) By GWO and QO – GWO, (b) By GOA and QO – GOA, (c) By AFSA and
QO – AFSA, (d) By ABC and QO – ABC, (e) By PSO and QO – PSO.

it is possible to describe the sensitivity analysis as a com-
parative method for achieving the robustness of the simu-
lated MPID controller by changing the operation loading
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TABLE 3. Evaluation of the tracking trajectory performance (for the first input y1) in the studied scenario using QOSBOAs.

situation and the test system factors. Following the nature
of AC/HVDC system with ESS model, as it was explained
in (3) and Figure 2, there are two effective parameters in the

structure of the test system which are proportioned to the
power deviation from ESS in each area, Jem1 and Jem2. So,
the range of±50%with steps of %25 in the gain of the inertia
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emulators, (Jemi), is considered for performing the sensitivity
analysis in this Section.

The obtained results from QO-SBOAs are investigated by
considering the new applied conditions. The optimizedMPID
controller coefficients, final minimum objective value, and its
terms, containing SI, ST, and RT, based on the deviation of the
selected parameters, are presented in Table 4.

In this table, it is observed that the test system efficiency
changes from its nominal tunings. Table 4 is concentrated
to show the variation of the optimization process compo-
nents by considering the variation of Jem1 and Jem2. It is
notable in this table that the objective value and its compo-
nents for AC/HVDC with ESS model parameter variations
are among the tolerable limitation and closed equal to the
obtained results at the nominal condition. Therefore, it can
be derived from Table 4 that the proposed MPID controller,
tuned through QO-SBOAs, is robust enough to be employed
under various uncertain situations. To endure the tolerable
effectiveness of variations in the MIMO test system, the tie-
line AC power deviations between areas, 1PtieAC12, is con-
sidered among the tuning MPID controller using QOGWO
for both scenarios in Figure 19. As it is observed from this
figure, the obtained simulation results satisfy the record data
in Table 4.

D. COMPARISON: THE PROPOSED OBJECTIVE FUNCTION
WITH THE STANDARD TYPE
In this section, it is necessary to select a specified approach
among the optimization process using QO-SBOAs. By atten-
tion to the determined features of step response and its acces-
sibility in every iteration of the simulation, different fitness
functions are used for that purpose [132]. But in this work,
three performance indices are considered: Integral of Time
multiplied by Absolute Error (ITAE), Integral of Absolute
Error (IAE), and Integral of Time multiplied by the Squared
Error (ITSE). These performance indices are defined by equa-
tion (52), where frequency deviation in area 1 and 2 (1ω1 and
1ω2) also 1Ptie−AC12 will be calculated in the time domain.

IAE (Z) =
∫ Tfinal

0
((1ω1)+ (1ω2)+ (1P tie-AC12))

ITAE (Z) =
∫ Tfinal

0
t ((1ω1)+ (1ω2)+ (1P tie-AC12))

ITSE (Z)=
∫ Tfinal

0
t
(
(1ω1)

2
+(1ω2)

2
+(1P tie-AC12)2

)
(52)

where Tfinal is the final simulation time. Therefore, the tuning
MPID process is accomplished based on the standard fitness
function from (52).
Figure 19, is shown as well the effectiveness of the

designed QO-SBOAs through the proposed fitness function
base on the step response features in comparison with the
standard objective functions, as defined in (52). For achieving
more simplicity in simulation, by considering all the same
situations, the tuning MPID controller process is done by

FIGURE 19. The Tie – Line AC power deviation among sensitivity analysis:
(a) Jem1 deviation, (b) Jem2 deviation.

QOGWO, as the most suitable SBOAs for the optimization
process using three standard fitness functions, which were
introduced in (52), and then, by Figure 20, the obtained
simulation results are compared with the proposed objective
function. In this comparison, the variation of reference input,
for the main scenarios, the calculated output signal from
the MIMO system, and their differences are presented and
analyzed in this figure.

According to Figure 20, it is observed that the pro-
posed objective function, which is defined based on the step
response features of the test system, can present a higher
trackability andmore suitable accuracy than all three standard
fitness functions, such as IAE, ITSE, and ITAE. Therefore,
it can be concluded that the proposed objective function not
only can compete with the conventional standard methods
but also it can pass them in most of the simulation time
impressively.

X. FUTURISTIC OPEN QUESTIONS
To accelerate enhancing the appearance trajectory of swarm-
based optimization algorithms (SBOAs), this work, by itself
can’t cover all open questions that should be investi-
gated in the forthcoming years also occurred. Further-
more, recently researches can introduce higher developed
and well-performance learning methods in comparison with
quasi-oppositional (QO) strategy. Therefore, considering dif-
ferent vibrate in this research area, the authors certainly spec-
ify a futuristic room for modification.

Moreover, the implementation of the proposed objective
function, based on the step response from a multi-input
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TABLE 4. Sensitivity analysis of MIMO AC/HVDC with ESS model.
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FIGURE 20. The performance comparison between the proposed
objective function and the three standard fitness functions: (a) The
obtained outputs, (b) Difference between r and outputs.

multi-output (MIMO) transfer function, and comparison with
the standard fitness functions such as IAE, ITSE, and ITAE
is evaluated on an AC/HVDC with ESS mode as a 2 × 2
input-output system. It is expected that the proposed per-
formance index will be encountered with a new challenge
for a higher degree MIMO model. Hereupon, with attention
to this point, the authors define a specified room for future
adjustments in this investigation field.

XI. CONCLUSION
In this study, an endeavor is constructed to enhance tracking
control strategy on a test AGC interconnected system with
Virtual inertia based HVDC model employing a tuned MPID
controller in which the matrix of its coefficients is set based
on the selected SBOAs that they are provided with utiliz-
ing an effective nature-inspired optimization methodology,
called quasi-oppositional based learning (QO-BL) algorithm.
Growing greeted from QO-BL in recent years on different
fields of power system including optimal allocation and opti-
mal load dispatch and LFC also the applied ever-increasing
modifications for QO-BL method, because of its high capa-
bility to pass the local minima problem among the optimiza-
tion process, encouraged the authors to utilize this technique
for the paper.

Multivariable proportional – integral – derivative (MPID)
controller, as the most flexible solution in various real-world
control problems, is defined as a multi-input multi-output
(MIMO) model. Similar to conventional PID controller,
the behavior of all transient and steady-state conditions is
covered through three impressive coefficients, containing KP,
KI, and Kd, that they appear as three individual functional

matrices. The advantages of the necessity of the MPI con-
troller utilization are such as: (i) its feasibility and ease to
be implemented. (ii) to be well-trusted and high-citations in
all scientific societies. Therefore, a tuning MPID controller
method is presented in this work for achieving a flexible out-
put tracking strategy. Moreover, the recent finding of various
and impressive features of swarm-based optimization algo-
rithms (SBOAs), such as high-level rapidity and convergence
power, has persuaded scientists and researchers into applying
them for solving complex problems in many different fields.

Grasshoppers Optimization Algorithm (GOA), Grey
Wolf Optimization (GWO), Artificial Fish Swarm Algo-
rithm (AFSA), Artificial Bee Colony (ABC), and Particle
Swarm Optimization (PSO) as the most important and the
newest SBOAs, are selected in this work. For achieving
the best possible evaluation, different analyses according
to the step load deviations are selected as the reference
inputs. The tuning progress of swarm-based multivariable
PID (SMPID) controller using QO method is upgraded for
finding the optimized coefficients kii, (i= 1, 2, . . . , 6), while
the obtained output MIMO system is tracking the assumed
scenarios preciously. After that, a comprehensive evaluation
is achieved on the tuned SMPID controller by QO strategy
in comparison with the conventional MPID (C-MPID) con-
troller design.

Another section was also presented to assess the effec-
tiveness of the proposed objective function, based on step
response characteristics of the MIMO test system, which
was utilized in our previous papers for tuning MPI con-
troller, in comparison with the standard fitness functions
such as IAE, ITSE, and ITAE. Therefore, in similar condi-
tions, the calculated simulation results using QOGWO, as
the highest degree of trackability than all QO-SBOAs, are
compared with the obtained resembling outcomes through
three standard cost functions. According to this comparison,
it is viewed that the proposed objective function provides
higher flexibility in both scenarios in comparison with the
typical fitness functions.

It should be noted that the robustness of the designed
controller is achieved by sensitivity analysis of the simulation
results according to change two impressive parameters in
AC/HVDCwith ESSmodel, Jem1 and Jem2 proportion to each
area. This study indicates that despite the implementation of
sensitive changes in the tuning process of SMPID controller,
the obtained outputs can track the reference input for both
scenarios suitably and accurately.

FULL INDEX TERMS
Artificial Bee Colony (ABC)
Artificial Fish Swarm Algorithm (AFSA)
Automatic Generation Control (AGC)
Conventional Multivariable PID (C - MPID)
Energy Storage System (ESS)
Generation Units (GENs)
Grasshoppers Optimization Algorithm (GOA)
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Grey Wolf Optimization (GWO)
Integral Absolute Error (IAE)
Integral Time multiple Absolute Error (ITAE)
Integral Time multiple Squared Error (ITSE)
Multi-Input Multi-Output (MIMO)
Multivariable proportional – integral
– derivative (MPID)
Number of Relevant Papers (NORP)
Opposite – Based Learning (OBL)
Particle Swarm Optimization (PSO)
Quasi Oppositional – Based Learning (QO - BL)
Quasi Oppositional – Based ABC (QO - ABC)
Quasi Oppositional – Based AFSA (QO - AFSA)
Quasi Oppositional – Based GOA (QO - GOA)
Quasi Oppositional – Based GWO (QO - GWO)
Quasi Oppositional – Based PSO (QO - PSO)
Quasi Oppositional – Based SBOAs (QO - SBOAs)
Rate of Change of Frequency (ROCOF)
Swarm –Based Optimization Algorithms (SBOAs)
Stability Index (SI)
Swarm – Based MPID (SMPID)
Settling Time (ST)
Rise Time (RT)

CONSTANTS
Kα Inertial Proportional Conversion Gain
ω0 Nominal Frequency
Kpi The Model Gain for Total Active Power in

ith area
Tpi The Time Constant for Total Active Power in

ith area
Jemi The Emulated Inertia for ESS Model in ith area
βi The Frequency Bias in ith area
Ki, Kk The Proportional Coefficients for

1ωi and 1ωk

AESS
(12×12) State Matrix for AC/HVDC with ESS Steady

State Model
BESS
(12×2) Input Matrix for AC/HVDC with ESS Steady

State Model
CESS
(2×12) Output Matrix for AC/HVDC with ESS Steady

State Model
APlant State Matrix for the Plant Model
BPlant Input Matrix for the Plant Model
EW State Matrix for the Exogenous Model
Cy
Plant Output Matrix for the Plant Model

Dyu
Plant Distribution Matrix for the Plant Model

Dyw Distribution Matrix for the Exogenous Model
Ce
Plant State Matrix for the Error Model

Deu
Plant Distribution Matrix for the Error Model

f The intensity of Absorption Constant for GOA
l Attractive Length Scale Constant for GOA
c Comfort Zone Constant for GOA
Jr Jumping Rate in QO Method

VARIABLES
1Pemulate The Power Reference Deviation
1ωi The Frequency Deviation in ith area
1Pmi Total Active Power from GENs within

area i and k
1PESSi The Power Variation for Emulating

Inertia within area i and k
1PtieAC12 The Tie-Line AC Power Deviation

Between Areas
1xESS The State Variables for AC/HVDC with

ESS Model
1uESS The Input Variables for AC/HVDC with

ESS Model
1yESS The Output Variables for AC/HVDC

with ESS Model
GESS
Tf Transfer Function for AC/HVDC with

ESS Model
XPlant The State Variables for Plant Model
YPlant The Output Variables for Plant Model
EPlant The Error Variables for Plant Model
WPlant The State Variables for Exogenous

Model
xoi Opposite Number
xqoi Quas - Opposite Number
SI Stability Index
RT Rise Time Index
ST Settling Time Index
Z The Proposed Objective Function
r Reference Input
1y1 The Obtained First Output from The

Test System
1y2 The Obtained Second Output from The

Test System
1PithS/tieAC12 The Tie-Line AC Power Deviation

Between Areas for ith Scenario
1yi

thS
1 The Obtained First Output from The Test

System in ith Scenario
1yi

thS
2 The Obtained Second Output from The

Test System in ith Scenario
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