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With the recent advancement of smartphone technology in the past few years, smartphone usage has in-

creased on a tremendous scale due to its portability and ability to perform many daily life tasks. As a result,

smartphones have become one of the most valuable targets for hackers to perform cyberattacks, since the

smartphone can contain individuals’ sensitive data. Smartphones are embedded with highly accurate sensors.

This article proposes BetaLogger, an Android-based application that highlights the issue of leaking smart-

phone users’ privacy using smartphone hardware sensors (accelerometer, magnetometer, and gyroscope). Be-

taLogger efficiently infers the typed text (long or short) on a smartphone keyboard using Language Modeling

and a Dense Multi-layer Neural Network (DMNN). BetaLogger is composed of two major phases: In the first

phase, Text Inference Vector is given as input to the DMNN model to predict the target labels comprising the

alphabet, and in the second phase, sequence generator module generate the output sequence in the shape of

a continuous sentence. The outcomes demonstrate that BetaLogger generates highly accurate short and long

sentences, and it effectively enhances the inference rate in comparison with conventional machine learning

algorithms and state-of-the-art studies.
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1 INTRODUCTION

A smartphone is a device that consolidates robust hardware sensors and a versatile mobile operat-
ing system into one unit [5, 8, 23]. Smartphones contain various sensors: magnetometer, accelerom-
eter, a gyroscope that their software can utilize [33], and remote connectivity conventions, for
example, Bluetooth, Wi-Fi, and satellite navigation [7, 11]. With the aggressive ascent in smart-
phones’ usage, people became more dependent on these technologies, which led them to store
more of their data on smart devices for convenient use [2, 17]. However, this aroused a threat to
individuals’ data as cyberattacks are getting more common these days [32].
The Android architecture and privacy policy permit applications to take information from mul-

tiple hardware embedded in smartphones, while iOS keeps a stricter term about allowing applica-
tions to use sensors. This iOS policy only allows a few third-party applications to access hardware
sensors [15]. However, such escalated features and permissions make smartphones vulnerable to
side-channel attacks [12]. A side-channel cyberattack is executed by obtaining data from the ex-
ecution of a system rather than vulnerability in the executable algorithm. The periodic flow of
information, system power utilization, electromagnetic data leakage, and audio waves can provide
an additional cause of information exploitation [1, 3, 30]. Figure 1 graphically represents some
common attacks caused by the side-channel attack. These attacks include timing attacks in which
an attacker monitors the timing of different events regarding hardware, such as computations of
execution timing. Another major side-channel attack includes a cache-attack based on the moni-
toring of cache accesses done by the victim.
Differential fault analysis is a type of side-channel attack in which anomalies are found by intro-

ducing faults in the computation. Another major side-channel attack is a Power-monitoring attack
in which the attacker monitors the hardware power consumption frequency and other configura-
tions. The electromagnetic attack is a type of side-channel attack in which a hacker can analyze
electromagnetic radiations from hardware that can retrieve actual plain text and other relevant in-
formation such as cryptographic keys. Similarly, Acoustic cryptanalysis is a type of side-channel
attack that exploits sensitive information through sound frequency, amplitude, and other attributes
emitted from the computer hardware.

1.1 Problem Statement

Smartphones are the most valuable targets for hackers to perform cyberattacks. Hackers com-
monly observe to compromise an individual’s sensitive data through the smartphone screen’s
keystrokes. We demonstrate the feasibility of inferring smartphone keystrokes accurately from
smartphone sensor readings and predicting the individual’s personalized writing pattern.
This article is an extension of our previous paper [15]. This article focuses on inferring short and

long sentences typed on the soft keyboard of a smartphone. We extend the previously collected
data by adding a space key to separate words in the sentences. This article uses a deep learning
model to infer and generate sentences accurately.
The main contributions of this article are as follows:

(1) Introduce a novel approach in the domain of side-channel attacks detection named Beta-

Logger that uses a dense using Language Modeling (LM) and Dense Multi-layer Neural

Network (DMNN) to predict and generate the long or short sentences typed on a smart-
phone keyboard.

(2) Enhances the dataset collected in our previous study [15] by adding blank spaces to separate
words in the sentences.

(3) BetaLogger is evaluated by using DMNN and traditional machine learning algorithms:
Logistic Regression (LR), Gradient Boosting (GB), K-Nearest Neighbors Classifier

(KNN), Support Vector Machine (SVM), Naive Bayes (NB).
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Fig. 1. Graphical representation of side-channel attacks through Android smartphone.

(4) Result shows that BetaLogger efficiently infers the typed text (long or short) on a smartphone
keyboard and achieves the highest accuracy in comparison with traditional algorithms and
state-of-the-art studies.

The article is divided into five major sections. Section 2 provides related work in the context of
technical review and recent development in side-channel attacks. Section 3 presents the detailed
description of the proposed Betalogger. The experimental evaluation and results are discussed in
Section 4. Section 5 provides highlights of the article and briefly describes future work.

2 RELATEDWORK

The literature includes the most recent researches, which are empowered by the robustness of soft-
ware and hardware technologies. Authors of Reference [15] proposed and developed an application
developed on the Android platform that runs in the background of user interactive application and
gathers information at a frequency of 10 Hz/section This frequency is recorded through embedded
physical sensors, which include an accelerometer, gyroscope, andmagnetometer. These sensors are
embedded in the smartphone to precisely analyze the keystrokes keyed on the soft keyboard. Their
model attains an accuracy of 90.2% while detecting the motion-based side-channel attack. Authors
of Reference [14] proposed a novel approach based on blind Zero watermarking. It detects the
cyber-attacks on the software of the device by analyzing the watermark. This watermark is added
by the proposed model logically into the code by using the characteristic attributes of software
code and returns an output of a constructive solution. The extraction part of the system algorithm
is coded to eliminate watermark using that key and distinguish tampering. On a certain tempering
level, the original code is restored to defend software against attacks. Their deep learning classifier
method achieves an accuracy of 93% while determining the activities.
Authors of Reference [6] performed the smartphone susceptibility assessment based on the An-

droid operating system using machine learning algorithms for intelligent IoT applications. They

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 20, No. 5, Article 87. Publication date: June 2021.



87:4 A. R. Javed et al.

conducted an experiential analysis for over 1,406 Android applications to assess the security risk
level. They applied six Machine learning techniques in which the Random Forest classification al-
gorithm outperforms all other algorithms. Authors of Reference [22] proposed a framework named
AdDroid, which acts as an intrusion detection system (IDS) by examining and analyzing An-
droid applications’ behaviors specific rules. This framework monitors application activities such
as internet connectivity and usage, files accessing and uploading to a specific server, and installing
any other application. Their framework consists of an ensemble-based classification technique in
which they combine traditional Machine Learning classifiers with Adaboost classifier. AdDroid
achieves an overall accuracy of 99.11% in detecting malicious applications.
Authors of Reference [20] presented an inclusive review of Android malware detection ap-

proaches using machine learning classifiers. The authors study and describe the basic Android
application and operating system functionality and security policies. Then they examined and
evaluated different machine learning approaches such that how they encounter the threats and
vulnerabilities in Android systems. Similarly, authors of Reference [13] proposed a deep learn-
ing approach to detect Android malware at static and binary layers. Similarly, authors of Refer-
ence [31] proposed a deep learning approach to detect DDOS attacks in Android. The authors
of Reference [28] proposed two endways Android malware detection approaches based on deep
learning models, which includeConvolutional Neural Network (CNN) andRecurrent Neural
Network (RNN). Their presented approach manipulates the classes.dex files of Android applica-
tion by resampling the raw bytecodes. They train their model over 8,000 samples and test out
on 8,000 different samples. Their model achieves an average accuracy of 94.6% while detecting
malware. Authors of Reference [16] used Multistage CNN to detect the anomalies in the vehicle
software. Similarly, authors of Reference [27] proposed an approach for detecting intrusion attacks
on a controller area network using CNN. Authors of Reference [4] proposed an approach to su-
pervised learning for classifying malicious Android applications. They apply reverse engineering
to the Android applications to investigate the code and its structure and then apply classification
and clustering to information to identify the malicious applications.
Authors of Reference [21] analyzed 260,000 Android applications declared as malware or benign

by at least one Antivirus, in which 80,000 applications are tagged as malware. Their study yielded
41 different malware categories. The researchers also did a comparative analysis between antivirus
frameworks that were used to detect harmful applications. The Machine Learning algorithm and
Graph Community Algorithms application resulted in antivirus aid to classify unknown apps as
adware or threat with an F1-score of 0.84. Authors of Reference [24] proposed a machine learning
approach composed of multiple feature vectors to create a machine learning model. This model
chooses optimal features for the classification of malware in an application. Their study states that
their model is capable of detecting malware at different API levels. The authors of Reference [34]
proposed a machine learning approach subjected to stateful event generation and performed a
comparative analysis of their capabilities with a random-based Monkey approach. One of the pre-
sented research is associated with Droidbot, and the other one is a hybrid approach that syndicates
the state-based and random-based methods. They examine three separate input techniques in the
context of their capability to record functional behavioral features and the influence on several
machine learning algorithms that apply the behavioral features to detect malware.
The authors of Reference [29] proposed a method to prevent the cyber-attack from bypassing

the security system by falsifying the time-domain numerical features of original signals. For this
purpose, they implement the MFCC algorithm in the feature extraction segment. With the com-
bination of machine learning classifiers, their model achieves an accuracy of 96.71% in detecting
attacks. The authors of Reference [25] Examine and conclude that attackers can increase the sever-
ity of the attack by using deep learning techniques. The researchers propose a noise injection
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Table 1. Comparison with Existing Works

Reference Purpose Limitation (s)

[26] Smartphone keystroke inference Low accuracy and limited to recognize
keystrokes within the applications

[22] Intrusion detection system (IDS) Does not focus on side channel attack

[6] Smartphone susceptibility assessment Does not focus on side channel attack

[20] Review of Android malware detection
approaches

Does not focus on side channel attack

[12] Survey on smartphones vulnerability
assessment to keylogger side-channel
attacks

Does not provide detectionmechanism

[15] Smartphone keystroke inference Low accuracy and does not predict per-
sonalized pattern of writing

Fig. 2. Workflow figure of proposed approach.

scheme that can efficiently decrease the App sniffing accuracy and intelligent enough to ignore
benign apps to mitigate this.
Table 1 demonstrates the limitation of existing works. The most relevant work to this article is

proposed in Reference [26], which lacks in providing accurate results for classifying keystrokes.
Similarly, another baseline work [15] achieved low accuracy. In this article, we address these
limitations.

3 BETALOGGER

In this section, we describe our proposed research that is an efficient model for Text Inference
Detection. We mold our research problem into a Sequence 2 Label Sequence (S2LS) task. In this
task, each sequence is represented by a vector know as TIV that succeeds by a Deep learningmodel
to predict the pressed alphabet. Figure 2 depicts the proposed deep learning model for keystroke
detection.

3.1 Keystroke Data Collection and Pre-processing

An application is developed to gather data from Android smartphones. Ten different individuals
and Five different smartphones are monitored to obtain the data, including Samsung Grand Prime,
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Oppo F1, Huawei Honor, Oppo F3, and Samsung J7. The motivation behind collecting this dataset
is to produce side-channel attacks. The data is collected from the user in those postures, including
little movement and noise (i.e., when an individual is standing and sitting). The test candidate
holds the smartphone in portrait orientation while holding the device held in their hands and
typing with both hand’s thumbs. The parameters while the data collection process is such that
what data is required to be collected and how often it is required. The data is gathered at a constant
instance frequency of 30 instances per second as prescribed by References [18, 19]. The duration
of the data collection process lasts approximately 2–3 min to record all signals. The dataset is
composed of sensor readings that are generated when the smartphone keyboard is used for typing.
The sensor availability varies through smartphones. Different models are trained to encounter that
limitation, which includes a model trained with a dataset composed of raw acceleration values, and
other models are based on values in collection with other sensors (magnetometer and gyroscope).
The readings are stored in a comma-delimited CSV structured with timestamps to arrange a 27
keystrokes files dataset.

3.2 Feature Extraction

The raw data is converted into a sensor event window. Awindowwith 500 samples is selected from
each file of each participant. The selected window is different enough to acquire all the readings
to input in the classification method. We assign the labels as the alphabets have been known as
a ground truth. This configuration enables the model to accurately address and record the sensor
readings and alphabets being used. A feature matrix is generated based on 130,000 raw values from
sensors in which each reading is composed of a 3-axis of all three sensors.

3.3 Dense Multilayer Neural Network (DMNN)

This research is based on predicting the given alphabets as labels using TTIV and then using
those alphabets labels to generate output sequences. We propose the methodology of S2LS. The
architecture used for the S2LS problem is based on making better decisions and can tune its re-
spective weights more efficiently, and the S2L model can learn the input features more accurately.
This research solves the Text Inference classification problem by predicting the target labels

and then use those predicted labels and pass them to the sequence generator module to generate
the output sequence. This type of method allows us to apply the DMNN for the text inference
classification task. This research aims to generate the output sequence using a text inference vector
to predict the alphabet’s characters sequence.

3.3.1 Input Layer. Input features length is equal to 9. Thus, there are 9 features to form one
sequence that pass it as input. The number of neurons in the first (input) layer is 100 neurons.

3.3.2 Hidden Layer. Model architecture using three hidden layers and one dense layer. The first
hidden layer consists of 200 neurons, and the second hidden layer has 120 neurons, and the dense
layer contains 100 neurons. The purpose of using three layers with a dense layer is to extract more
significant features. Each hidden layer applies various functions on the input feature vectors.

3.3.3 Activation Function. Activation functions are also known as squashing functions. These
functions are normally applied to the output result from the hidden layers of the model. However,
every hidden layer of the model is a linear transform accompanied by a squashing function non-
linearity. The activation function accepts one input reading and applies mathematical procedures
over it. For the activation function, we apply Rectified Linear Unit (RELU):

д(x) = σ (W T

i
X + bias). (1)
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3.3.4 Rectified Linear Unit (RELU). RELU is an activation function that returns zero when the
value is less than zero (x < 0), and then linear with slope 1 when value is greater than zero (x > 0).
Its mathematical form is

f (x) =max(0,x). (2)

RELU output is thresholds at zero value like less than any value converted into zero. RELU is
always prioritized due to two major reasons. The first reason is RELU works on low computational
requirements than other activation functions, which include sigmoid and tanh functions, since
it does not require complex computations such as exponential. The second reason is that it is
highly accelerating the intersection point, i.e., Stochastic-Gradient-Decent (SGD) convergence
compared to tanh and sigmoid.

3.3.5 Objective/Cost Function. The objective/cost function calculates the difference between
the true labels y and the predicted labels y ′ of the classifier. It is a mechanism that is used for
evaluating how effective the model is during the training. Cost function and error are directly
proportional. The error in the system will be higher if the cost function returns a greater value.
This model use softmax as a cost function. In LR, we have binary labels that are: y ∈ 0, 1. However,
the softmax function can work with more than two classes wherey ′ ∈ 1, . . . , k , where k is the total
target classes:

Z [l ] =W [l ]a[l ] + bias[l ], (3)

a[l ] =
ez
[l ]

Σi=1ti
. (4)

3.3.6 Regularization. Regularization prevents Neural Network (NN) from over-fitting, and it
acts upon when NN properly fits the data for training but unable to execute on the data for testing.
To prevent over-fitting, L2-regularization is used as it penalizes the squared magnitude of all the
NN parameters except bias-inputs and then embeds it in the objective function. L2-regularization
gives more diffuse weights that are near to zero. λ (regularization controlling factor) is used to
predict the quantity of penalization of weights:

R(Wi ) =
λ

2m
| |W | |2 . (5)

3.3.7 Weight Initialization. Weight initialization in NN contributes a significant part to the
model training process and convergence conduct. It is a recommended procedure to utilize RELU
units. Equation (5) represents the initialization of the weights. This kind of weight initialization
maintains the variance across all the layers in the DMNN.We used a Gaussian distribution method

to randomly initialize the weights with a standard deviation of
√
(2/m), where m represents the

inputs:

Wi = random(m) ∗

√
2.0

m
. (6)

3.3.8 Optimization. Optimization methods act as a major driving force to minimizing the cost
functions. Adam optimizer is a stochastic base method. It is the combination of momentum and
RMSprop. This method is computationally efficient and has very fewer memory requirements.
Adam’s optimizer convergence rate as compared to other optimization algorithms is so rapid. The
values of ϵ = 10 − 8, β1 = 0.9, and β2 = 0.999.

At first, we give our generated TIV data to the DMNN model, which returns predicted labels in
alphabet characters. DMNN comprises two parts: (1) using TIV as an input feature and predict the

ACM Trans. Asian Low-Resour. Lang. Inf. Process., Vol. 20, No. 5, Article 87. Publication date: June 2021.



87:8 A. R. Javed et al.

target labels, which are composed of alphabet characters; (2) used these target alphabet characters
to generate output sequence using sequence generator module.

3.4 Machine Learning Models

This section presents the traditional machine learning algorithm’s details to evaluate and compare
the models’ performance.

3.4.1 Logistic Regression (LR). LR is a statistical model that uses a logistic function. The logistic
model is used to model the probability of a certain target class or existing event. LR is used to
predict the class category of individuals based on one or multiple predictor variables. LR does
not return the class of observations directly but depends on the estimated probability of class
membership. The probability will range between 0 and 1 as shown in Equation (7):

�(y ′,y) = −
1

m

[∑
i=1

(yloд(y ′) + (1 − y)loд(1 − y ′)

]
, (7)

where y ′ shows the predicted value, which should be small, y represents the actual target value.
Equation (7) represents the cost function using a sigmoid function (σ ) to predict the target label.

3.4.2 Gradient Boosting (GB). GB is a machine learning boosting algorithm based on the in-
tuition that the next best possible model is combined with the next model with previous models.
This way minimizes the overall prediction error. The idea is to set the target outcomes for the next
model to minimize error. GB is a sort of greedy algorithm [10] as it takes to benefit from regular-
ization methods that punish various parts of the algorithm for improving the model’s performance
by reducing over-fitting. Where the key idea is to train a model (F) to predict target values x, F (x)
= y ′ by minimizing themean-squared error (MSE):

hn(x) = y − Fn(x). (8)

N shows the number of stages in the algorithm, y represents the actual values, and n represents
each stage, hn represents the new estimator in GB.

3.4.3 K-Nearest Neighbors Classifier (KNN). KNN is a lazy learning and non-parametric algo-
rithm. The key idea behind KNN is to explore the euclidean distances for a test sample x and all
the instances in the training data and choose the specified number of K instances closest to the x,
then select the label that is having the highest weighted score concerning distance [9], where f ′

represent the predicted label for text sample x. As shown in Equations (9), (10), and (11):

f ′(xt ) ←
∑
i=1

wi f (x(i)), (9)

d(xi ,xt ) =

√∑
i=1

((xi ) − (xt ))2, (10)

wi = 1/d(xi ,xt )
2. (11)

3.4.4 Support Vector Machine (SVM). To separate the data points, different possible hyper-
planes could be chosen. Themain objective is to find that specific hyper-planes with the maximum-
margin, in-between data points of two classes. Increasing the distance up to max offers rein-
forcement such that the test data points can be separated and identified with better confidence.
Hyper-planes are decision boundaries that are used to classify the data points. Data points lie on
either side of the hyperplane can be part of different classes. The hyper-plane dimension depends
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Fig. 3. Confusion matrix of DMNN.

upon the number of features in a dataset. The data points near the hyperplane that affect the hy-
perplane’s orientation and position are support vectors. Using support vectors, we maximize the
classifier margin. As shown in the following equations,

| | x | |=
√
(x1)2 + (x2)2 + (x3)2, (12)

where the length of vector x(x1,x2,x3) can be calculated using Equation (12),

x • y =| x | | y | cos(θ ), (13)

where x and y are 2 vectors and there dot product are calculated for support vectors Equation (13),

y = a ∗ x + b, (14)

a ∗ x + b − y = 0, (15)

W • X + b = 0, (16)

where X represents the vector (x ,y) andW (a,−1) form a hyper-plane Equations (14), (15), and
(16).

3.4.5 Naive Bayes (NB). NB is a probabilistic machine learning algorithm that is used for clas-
sification problems. The crux of the NB is based on the Bayes theorem. Bayes theorem is used
to calculate the probability of X happening, given that Y has occurred. Where X is the hypothe-
sis, Y represents the evidence. The assumption is that the feature predictors are independent. The
calculation for Bayes Theorem can be calculated using the following Equation (17):

P(X | Y ) =
P(Y | X )P(X )

P(Y )
. (17)

4 EVALUATION

To evaluate the proposed model’s performance, we build a sequence generation model that regen-
erates the sequence using the predicted alphabets. First, it converts the text sequence into a TIV
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Fig. 4. Graphical representation of confusion matrix of machine learning classifiers.

and feeds it as input to the DMNN model. DMNN model produces the output vectors containing
the target labels and passes them to the sequence generation module, where it uses the target la-
bels dictionary to convert these target labels into characters and then combine these characters
into an output sequence sentence.
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Table 2. Model Testing on Short Sentences Taken from Previous Study [26]

No Model Text

1 Typed text “well that was probably one of the hardest thing i have ever had to do
in my life”

Generated text “well thst was probablz one of the hardest thing i haxe ever had to do
in mz life”

2 Original text “going through our pictures made me realize hoe stuoid i was to ruin
everything we had”

Generated text “going through our pictures made me realixe hoe stuoid i was to ruin
everzthing we had”

3 Original Text “happy birthday to my favorite person in the world when i would be
there celebrating when you”

Generated text “happz birthdaz to mz faxorite person in the world when i would be
there celebrating when zou”

4 Original text “A Quick Brown Fox jump over the lazy Dog”
Generated text “a quick brown foy jump over the laxz dog”

Fig. 5. Feature plot of mean feature values.

Table 2 presents the model’s test samples where it can be noticed that most alphabets are pre-
dicted accurately, whereas letters v, x, y, and z are not predicted accurately. Table 3 presents the
model testing on long sentences. The first row presents the user typed text and second row presents
the model generated text. It can be noticed that most alphabets are predicted accurately.

4.1 Results and Discussion

Table 4 presents the deep learning approach DMNN in comparison with machine learning tech-
niques, including LR, GB, kNN, SVM, and NB. The performance metrics of evaluation include ac-
curacy, F1-score, precision, and Recall. DMNN achieves a proficient accuracy of 91.14%, F1-score
of 90.16%, precision of 90.29%, and Recall of 90.03% while detecting the keystrokes and forming
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Table 3. Model Testing Long Sentences

No Model Text

1 Typed text “How its using AI in automotive Beginning as Googles exploration of
self driving vehicles Waymo is now its own company creating driver-
less vehicles that can safely deliver people from points A to B With
over eight million autonomous miles driven to date Waymos 360 de-
gree perception technology detects pedestrians other vehicles cyclists
road work and other obstacles from up to 300 yards away Industry im-
pact Waymo is already providing test rides in the Phoenix metro area
If youre local and want to experience it for yourself you can apply to
try it out”

Generated text “how its using ai in automotixe beginning as googles eyploration of self
drixing vehicles wazmo is now its own companz creating drixerless ve-
hicles that can safelz delixer people from points a to b with oxer eight
million autonomous miles drixen to date, wazmos 360 degree percep-
tion technologz detects pedestrians other vehicles, czclists road work
and other obstacles from up to 300 zards awaz industrz impact wazmo
is alreadz proxiding test rides in the phoeniy metro area if zoure local
and want to eyperience it for zourself zou can applz to trz it out”

Table 4. Evaluation Results of Betalogger for Alphabet Prediction

Model Accuracy F1-Score Precision Recall

DMNN 91.14% 90.16% 90.29% 90.03%

LR 87.92% 88.35% 88.78% 87.92%

GB 90.0% 89.99% 89.98% 90.0%

KNN 79.63% 79.75% 79.87% 79.62%

SVM 85.28% 86.32% 87.38% 85.29%

NB 89.77% 89.72% 89.71% 89.74%

the whole sentence. The proposed approach DMNN efficiently performs with an accuracy gain of
1.14%, gain in F1-score of 0.17%, gain in precision of 0.39%, and gain in the Recall of 0.03%. The
model KNN stands out to be the weakest among other classifying algorithms. GB turns out to be
the most proficient among the machine learning algorithms while having an accuracy of 90.0%,
F1-score of 89.99%, the precision of 89.98%, and Recall of 90.0%. The rest of the models, NB, LR,
SVM, and KNN, show an F1-score of 89.72%, 87.92%, 86.32%, 79.75%, respectively.

Figure 3 represents the confusion matrix of the proposed DMNN model. Class 0 in the confu-
sion matrix represents the alphabet “a.” Similarly, the rest of the classes represent corresponding
alphabets in ascending order, i.e., “b” is represented by class 1, “c” is represented by class 2, and so
on up to “z” is represented by class 25 and 26 represents white space. It shows proficient results
regarding predictions. There are 26 target classes as shown in Figure 3, of which 22 classes are
predicted with greater accuracy, while classes 21, 23, 24, and 25 are not predicted as accurately as
the other classes.
Figures 4(a)–4(f) depict the confusion matrix of LR, GB, KNN, SVM, NB, and random forest,

respectively.
Figure 5 shows themean feature values against the target labels, where each test sample consists

of 9 feature sequence against a target label. It shows target class “g” has the highest mean values
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Fig. 6. Graphical representation of receiver operating characteristic curve.

in feature Mx, and class “u” shows the lowest mean values. However, the lowest mean values of
most of the target classes lie in the Mx feature.
Figure 6 represents a Receiver Operating Characteristic (ROC) curve. It shows the per-

formance of a model at all classification thresholds. As you can see DMNN ROC curve shows
significantly good results for most classes, but in classes 24 and 25, their scores are relatively
lower than those of other classes.
As depicted in Figure 7, the accuracy plot DMNNmodel performs well in training as the epoch’s

number increased accuracy from 0.912 with a gradual varying behavior and attain the highest
point of 0.9138. In the testing phase, accuracy increased gradually as the epoch increased and
attained a maximum 0.914% score at 30 epochs. Figure 8 shows the loss of our model where it starts
from 0.200 starts decreasing as the number of epochs increased, and the lowest value achieved is
0.198 in a train and the test 0.188.
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Fig. 7. Accuracy plot of DMNN during training and testing phase.

Fig. 8. Loss plot of DMNN during training and testing phase.

Table 5. Performance Comparison of DMNN with

Baseline Approach [15]

Reference Accuracy F1-Score Precision Recall

[15] 0.9020 0.9020 0.9020 0.9020

DMNN 0.9114 0.9016 0.9029 0.9003

In Table 5, the performance metrics of the DMNN are compared with the recent state-of-the-art
baseline study [15]. DMNN shows an accuracy gain of 0.94% from the baseline approach and 0.09%
gain in precision due to its good training and proficient neural network.
Figure 9 depicts the accuracy comparison of Betalogger with baseline approaches [15]. Betalogger

performs efficiently well with higher accuracy of 91.14% while Alphalogger performs with an
accuracy of 90.02% and Textlogger performs with an accuracy of 32.10%. Thus, DMNN stands out
to be more proficient than other typical techniques.

5 CONCLUSION AND FUTURE SCOPE

This article presented a study on side-channel cyber-attacks that hackers commonly observe to
compromise an individual’s sensitive data through the smartphone screen’s keystrokes. We pro-
posed an efficient in-depth learning approach named Betalogger that uses DMNN, based on S2LS
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Fig. 9. Graphical depiction of accuracy comparison of betalogger with baseline approaches.

architecture. Comparative analysis of the proposed approach, DMNN, is also done with machine
learning approaches, which include LR, gradient boost, k nearest neighbors, SVM, andNB, inwhich
DMNN stands out to be more proficient than these machine learning algorithms with an accuracy
of 91.14%, F1-score 90.16%, precision of 90.29%, and Recall of 90.03%. In the future, we plan to
enhance our model with further advancements of deep learning, such that the model will make
predictions to the sentence level. The detection of side-channel attacks at the earliest stage can be
considered an open challenge in the future.
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