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ABSTRACT Diabetes is a chronic disease, if not treated in time may lead to many complications including
diabetic foot ulcers (DFU). DFU is a dangerous disease, it needs regular treatment otherwise it may
lead towards foot amputation. The DFU is classified into two categories such as infection (bacteria)
and the ischaemia (inadequate supply of the blood). The DFU detection at an initial phase is a tough
procedure. Therefore in this research work 16 layers convolutional neural network (CNN) for example
01 input, 03 convolutional, 03 batch-normalization, 01 average pooling, 01 skips convolutional, 03 ReLU,
01 add (element-wise addition of two inputs), fully connected, softmax and classification output layers
for classification and YOLOv2-DFU for localization of infection/ischaemia models are proposed. In the
classification phase, deep features are extracted and supplied to the number of classifiers such as KNN,
DT, Ensemble, softmax, and NB to analyze the classification results for the selection of best classifiers.
After the experimentation, we observed that DT and softmax achieved consistent results for the detection
of ischaemia/infection in all performance metrics such as sensitivity, specificity, and accuracy as compared
with other classifiers. In addition, after the classification, the Gradient-weighted class activation mapping
(Grad-Cam) model is used to visualize the high-level features of the infected region for better understanding.
The classified images are passed to the YOLOv2-DFU network for infected region localization. The Shuffle
network is utilized as a mainstay of the YOLOv2model in which bottleneck extracted features through ReLU
node-199 layer and passed to the YOLOv2 model. The proposed method is validated on the newly developed
DFU-Part (B) dataset and the results are compared with the latest published work using the same dataset.

INDEX TERMS YOLOv2-DFU, convolutional, batch-normalization, and shuffle net, ReLU.

I. INTRODUCTION
Diabetic foot ulcer (DFU) is caused owing to complications
of diabetes that may lead to the elimination of limb or the
foot [1]. DFU is located commonly on the bottom side of the
foot. The major symptoms of the DFU are skin color changes,
variation in the temperature of the skin, foot swelling, legs
pains, and dry cracks. Globally, DFU treatment takes high
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cost and if not treated at an early stage then the mortality
rate is increased. Ischaemia/infection region classification
and recognition are the most vital parameters to predict DFU
healing chances or amputation risk [2]. In the human body,
ischaemia is caused due to deficiency of blood circulation,
and the same is developed owing to the chronic obstacles of
diabetes [3]. It is detected through palpating pulses in the
foot [4] and visually ischaemia appearance can be shown
through the presence of the poor foot reperfusion which may
lead towards the infection of DFU [5]. The DFU detection
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FIGURE 1. Overview of the proposed architecture (proposed method classifies and localize the different
types of DFU such as Ischaemia (normal and ischaemia images) and infection (normal and infection
images).

is a challenging task for the researchers because of (i) light-
ing condition (ii) high similarity in inter and the intraclass
variations (iii) foot ulcer appears in variable size, shape, and
location. Accurate diagnosis of DFU requires complete medi-
cal history including physical examination the bacteriological
study, blood tests, and in-depth study related to leg blood
vessels. Mostly these resources and the tests are not available
around the world.

To overcome these limitations computerized methods are
required to classify/ localize the DFU at an early stage [6].
By considering the existing literature, in this research deep
learning approaches are investigated for classification and
localization of the DFU. In this work new deep learning
models are designed after the comprehensive experiments.
In addition, proposed models are trained from scratch using
diabetic foot images.

The major contributions of the proposed method are:

• The CNN model having sixteen layers is proposed to
classify the DFU into ischaemia/infection.

• The YOLOv2-DFU model is developed, in which Shuf-
fleNet is used as a backbone of the YOLOv2 architecture
for localization of the DFU to the corresponding class
labels as well as confidence scores.

The organization of the paper is as: Associated work is dis-
cussed in Section II, the projected technique is discussed
in Section III and the experiment/results are presented in
Section IV. Paper is concluded with future research directions
in Section V and Section VI correspondingly.

II. RELATED WORK
The existing DFU methods are discussed in detail [7]–[13].
The edge detection, morphological operations, and unsu-
pervised clustering methodologies are utilized for the seg-
mentation of DFU [14]. Cascaded two steps SVM [15] and
YOLOv3 are used to localize DFU [16]. The superpixel

method [17], texture, color features [18] , and Cloud-based
algorithms [19] are used to segment and classify the DFU.
The handcrafted features are utilized for DFU classifica-
tion which is selected manually, whereas in deep learning
methodologies features extraction process is performed auto-
matically [20]. Pre-trained CNN models are used for DFU
detection [6], [21], [22]. The DFUnet is employed to classify
the foot lesions into healthy/unhealthy classes [23]. The fully
convolutional neural network [24], semantic segmentation
model [25], are used for segmentation of the DFU [26].
Infrared thermography is a non-invasive technique [27] in
which infrared thermal images are used to detect the DFU
using different computer vision methodologies [28]. Smart-
phone health applications are becoming more popular to
monitor the crucial aspects related to the human body [29],
FootSnap application is used to create a standard DFU
dataset [30] and MyFootCare gives suitable guidance related
to the DFU patients. Few Apps facilitate the users to crop
the patches of the images and also employ the color based
clustering methodologies to segment the DFU [31], but these
methods do not accurately segment the complete infected part
of the human foot.

III. PROPOSED METHODOLOGY
In this research methodology, 16 layers of the convolutional
neural network is proposed to categorize the diabetic foot
images into various pathological regions. The deep topogra-
phies are mined from the input images and supplied to the
machine learning classifiers for screening the foot images.
After screening, input images are further passed to the next
proposed model YOLOv2-DFU which is designed by the
combination of YOLOv2 [32] and shuffle net [33] for the
localization of the abnormal region. The complete overview
of the proposed architecture for DFU screening and localiza-
tion is shown in Figure1.
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A. CLASSIFICATION OF DIABETIC FOOT ULCER
The proposed convolutional neural network model classifies
the foot images into positive/negative and also provides help
to find the image pattern to recognize the lesion symptoms.
The proposed CNN model is trained on the diabetic foot
images from scratch. In this model, convolutional layers are
used with 5 × 5 filter sizes to activate the features in input
images as depicted in Figure 2.

FIGURE 2. Convolutional layers (a) 1st (b) 2nd (c) 3rd.

The rectified linear activation units (ReLU) (shown in
Figure 3) are used for fast training which maps the negative
values with 0 and positive values with 1. The activated fea-
tures are further passed to the batch normalization (Bn) layer.

FIGURE 3. ReLU layers (a) 1st layer (b) 2nd layer (c) 3rd layer.

Three Bn layers are utilized between the ReLU and con-
volutional layers to minimize sensitivity and speed up the
network training process. The batch-normalization is used
for normalization by measuring the mean and variance across
each input channel.

where∈ is used to improve the numerical stability based on
the variation of the mini-batch size as depicted in Figure 4.

FIGURE 4. Batch-normalization layers (a) 1st layer (b) 2nd layer (c) 3rd
layer.

The average pooling layer with 2 × 2 stride is used to
simplify the output by non-linear down-sampling as shown
in Figure 5.

Later, two fully connected (FC) layers are used, where
input data is multiplied to the weight matrix and added with
the bias as depicted in Figure 6.

FIGURE 5. Pooling layer.

FIGURE 6. Fully connected layers (a) Fc1 (b) Fc2.

FIGURE 7. Features map comparison of proposed CNN model with
existing pre-trained AlexNet model.

The featuresmap of the proposedCNNmodel with existing
pre-trained AlexNet model and DFU_QUTNet [22] is illus-
trated in the Figure 7-8.

In Figure 7-8, featuresmap comparison shows that learning
patterns contains highest information compared to existing
CNN models. As shown in Figure 7-8, a proposed model
extracts more significant features as compared to conven-
tional pre-trained AlexNet and DFU_QUTNet [22] models.
Figure 9 shows training procedure of the proposed network.

The proposed CNN architecture with activations is men-
tioned in Table 1.

In the proposed methodology, ReLU, and Batch- nor-
malization layers are connected serially to learn the image
patterns. The fully connected layers are used for feature map-
ping. Furthermore, softmax followed by the classification
layer for the prediction of the foot lesions.

B. LOCALIZATION OF DFU
YOLOv2 provides higher performance for object detec-
tion [35] in terms of speed and accuracy. In YOLOv2, extrac-
tion of candidate boxes & feature, target classification, and
location steps are performed in a single unit. For accurate
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FIGURE 8. Features maps (a) features map of DFU_QUTNet [22] model
(b) features map of the proposed model.

FIGURE 9. Network training procedure (Conv→ Convolution,
BN→Batch-normalization, ReLU→ Rectified linear unit).

detection of DFU, the YOLOv2-DFU model is designed
using YOLOv2 with a transfer learning model such as a
shuffle net as a backbone.

C. YOLOV2-DFU ARCHITECTURE
In this model, input images are passed to the shuffle-net,
which contains 172 layers. The output of the shuffle-net at the
ReLU node-199 layer is passed to the YOLOv2. YOLOv2 has
Convolutional, ReLU, and batch-normalization layers which
are serially connected and followed by YOLOv2 transform
and YOLOv2output, which detects location with class labels
of the infected regions in an input image more accurately. The
proposed YOLOv2-DFU model is illustrated in Figure 10.

TABLE 1. PROPOSED CNN architecture with activation units.

FIGURE 10. Proposed YOLOv2-DFU model.

YOLOv2-DFU model predicts the class labels using an
anchor box as shown in Figure 11. The prediction is based
on three major attributes [32]: (a) Intersection over the
union (IOU) predicts score objectiveness across each anchor
boxes, (b) Anchor box offset refines the position of the
anchor boxes, (c) Class probability, predicts classes which are
assigned to each anchor box.

FIGURE 11. General working of YOLOv2 architecture.

In Figure 11, anchor boxes are shown by dotted colored
lines at each feature mapped location which are refined by
applying an offset. The class labels are predicted using color
lines of the anchor boxes. The computational cost of the
model depends on the input image size, in this model; 300×
300×3 size of input images is used for training as well as test-
ing. YOLOv2-DFU model is trained on three types of losses,
i.e., localization loss, confidence loss, and classification loss
to reduce mean squared error (MSE). The localization loss is
computed using position and size of the predicted bounding
box and the ground truth. Whereas, confidence loss indicates
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objectness error i.e., object or no object detected in the pre-
dicted bounding box. The classification loss is computed
as squared error between estimated and actual conditional
probability. These losses are mathematically defined as:

Loss function

= λ1
∑s2

i=0

∑B

j=0
1DFUij [(xi − x̂i)2 + (yi − ŷi)2]

+λ1
∑s2

i=0

∑B

j=0
1DFUi [(

√
ωi −

√
ω̂i)2+(

√
hi −

√
ĥi)2]

+λ2
∑s2

i=0

∑B

j=0
1DFUij

×[(ci − ĉi)2 + λ3
∑s2

i=0

∑B

j=0
1NoDFUij

×[(ci−ĉi)2+λ4
∑s2

i=0
1DFUi

∑
c∈classes

(pi (c)−p̂i (c))2

(1)

where 1DFUi denote input present in unit i and 1DFUij denote jth
predicted box in unit i in charge of the prediction, whereas
s, h, ω, c, p, λ, B represents the number of the grid cells,
height, width, confidence scores, conditional class probabil-
ity, weights, and bounding box respectively. xi, yi represent
the mid of the jth bounding box comparative to grid cell i and
x̂i, ŷi denote center of the ground truth relative to grid cell i.

IV. RESULTS AND DISCUSSION
In this paper, two experiments have been performed for pro-
posed method evaluation, first for classification of infection
and ischemia, while second for the localization of infected
regions that are obtained after classification.

A. DATASET DESCRIPTION
DFU-Part (B) dataset is used for performance evaluation. The
dataset contains infection and ischemia foot images. Ischemia
data contains 4935 augmented negative and 4935 positive
patches. The bacterial infection data contains augmented
2946 normal and 2946 abnormal skin patches [6], [23], [36].
The dataset description is mentioned in Table 2.

TABLE 2. Dataset description.

B. Experiment#1 (Classification OF POSITIVE/NEGATIVE
IMAGES OF DFU)
In this experiment, 0.5 hold out cross-validation, in which
the model is trained on the randomly selected 50% data,
and testing is performed on the remaining 50% data. The
proposed method experiments are performed on Intel core i7,
MATLAB 2020a with 740K Nvidia GPU.

TABLE 3. Hyperparameters selection for the training of proposed CNN
model.

TABLE 4. Parameters of Machine learning classifiers.

The CNN training parameters are stated in the Table 3.
In Table 3, selected hyperparameters are highlighted in

italic and bold those are used for further experimentation. The
empirical outcomes are computed using Naive Bayes (NB)
with Gaussian kernel [37], [38], Decision tree (DT) [39],
Softmax [34], Ensemble [34] and K-nearest neighbor (KNN)
classifiers [40]. The description of each classifier is men-
tioned in Table 4.

The classification results are presented in Table 5-6 and
Figure 12.

TABLE 5. Classification results on Ischaemia detection.

TABLE 6. Classification results on Infection detection.

In Table 5, achieved ischaemia screening accuracy results
are 0.979, 0.948, 0.976, 0.772, 0.952 on NB, DT, Softmax,
Ensemble, and KNN respectively, which shows that NB out-
performs as compared to other classifiers having 0.979 accu-
racy. Similarly, in the infection screening process, achieved
results are 0.932, 0.996, 0.943, 0.977, and 0.943 on NB,
DT, Softmax, Ensemble, and KNN classifiers respectively,
where DT achieves the highest accuracy to classify the pos-
itive/negatives images of the DFU. This set of experiments
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FIGURE 12. ROC (a) Infection (b) Ischaemia.

concludes that DT and NB performed better to classify the
infection and ischaemia images respectively.

C. PROPOSED DEEP LEARNING MODEL USING
GRAD-CAM
Gradient-weighted class activation mapping (Grad-Cam) is
the generalization form of the CAM method, where required
computation is performed by automated gradient differentia-
tion function. Grad-Cam uses a trained network, to visualize
the input image features a score with the class label by incor-
porating weights of the last CNN layer as shown in Figure 13.

FIGURE 13. Input image with classification scores of the abnormal and
positive class label.

The results in Figure 13 reflect that the proposed model
accurately classifies the DFU. In this process, a total of eight
images are tested, four from each ischaemia and infection
classes on the trained model. Based on the Grad-CAM deci-
sions using the trained network 1.00 score is achieved in
all cases of the ischaemia and the infection. Why the model
classifies better is discussed in section XI.

D. GRAD-CAM EXPLAINS WHY
Grad-CAM is used to measure gradient of the categorization
notch related to the concluding CNN layer of the network.

This gradient is big in exact places where score mostly
depends upon the data. The Grad-CAM function generates
the map for a deep learning network, where computed deriva-
tive of the softmax score of the class label is related to
the convolutional feature map. In automated differentiation,
input images are converted into an array, and scores are
measured by the Grad-CAM function. The selected classifi-
cation (golden retriever) is performed based on the score and
at the same time, automated differentiation is also utilized
to compute the gradient of the final score with weights of
the last CNN layer. In the previous section, Grad-CAM is
used to compute the classification scores with the class label
(Figure 12) while in this section the high-level features of the
infected region with Alpha data of 0.5 values are plotted to
visually represent the levels of the Grad-CAM.

In Figure 12, lowest and highest values are depicted by blue
and red respectively and at the time the red color highlights
the defected region clearly.

The achieved screening results of the DFU are also com-
pared with recent methodologies [6], [21], [22], [41] in the
Table 7.

TABLE 7. Comparison results of proposed method with existing
methodologies ON Lancashire Teaching Hospital (LTH) DATASET.

In the domain of DFU detection maximum achieved
accuracy in literature is 0.73 and 0.90 for infection and
ischaemia detection respectively. Whereas the proposed
model achieved 0.99 and 0.97 accuracy on infection and
ischaemia. The results comparison with current published
work [6], [21], [22], [41]. In [6] handcrafted and deep fea-
tures are extracted from pre-trained models of CNN such as
ResNet50, Inception-V3, and InceptionRes-NetV2 whereas
in [21] InceptionV2 is used for DFU classification. In addi-
tion, faster RCNN [6], [21], [42] is used to localize the
infected regions. In proposed research methodology two deep
learning models are proposed which are trained from the
scratch, subsequently, a 16-layer CNN model is used for
classification and the YOLOv2 model is used for localization
which is lightweight and powerful as compared to faster-
RCNN.

As compared with existing recent published work, pro-
posed network is trained with sgdm (optimizer), and
0.001 learning rate. The proposed model precisely localized
and classifies the affected foot region.
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The proposed research methodology has shown much
improved results compared to the existing methods [6], [21],
[22], [41] in terms of classification and localization.

E. EXPERIMENT#2 (LOCALIZATION OF THE ISCHAEMIA
AND INFECTION)
YOLOv2-DFU architecture is developed for infected region
of foot localization. The input images are divided into M× N
grid, and detection is performed using each grid when
infected region lie in center part of the grid cell. The ini-
tial bounding box B is given to each grid having different
specifications. The predicted B is achieved (x, y, w, h) with
confidence scores as define in Eq (2) for respective bounding
boxes by deep CNN model.

c (DF)= p (DFU) .IOUTruth
Prediction (2)

The score c (DF) defines class probability which belongs to
truth bounding box and degree of the fitting among input and
predicted bounding box.

IOUTruth
Prediction =

Area(B (truthimages) ∩ B (prediction))
Area(B (truthimages) ∪ B (prediction))

(3)

Eq (3) defines as ratio among the interaction & union of
ground truth and predicted B. The YOLO loss is computed
by measuring the mean squared error among prediction and
ground truth bounding boxes. The three types of loss func-
tions (classification, localization, and confidence) are com-
puted.

Localization loss calculates error among the predicted
bounding box size and the location.

λ1
∑s2

i=0

∑B

j=0
1DFUij [(xi − x̂i)2 + (yi − ŷi)2 + λ2

×

∑s2

i=0

∑B

j=0
1DFUi [(ωi − ω̂i)2 +

(
hi − ĥi)2

]
(4)∑s2

i=0

∑B

j=0
1DFUij [(ci − ĉi)2 (5)

where ĉi denotes the score of the B in s and 1DFUij if j bounding
box is responsible for the detection of DFU otherwise =
0. When DFU is not detected in B then confidence loss is
measured as follows:

λ3
∑s2

i=0

∑B

j=0
1noDFUij [(ci − ĉi)2 (6)

where 1noDFUij is the complement of the 1DFUij and λ3 loss
weight is decreased when the background is detected. In clas-
sification loss, DFU is detected to compute the conditional
class probabilities across each class in s that is defined as:

λ4
∑s2

i=0
1DFUi

∑
c∈classes

(pi (c)−p̂i (c))2 (7)

where 1DFUi = 1 when DFU is present otherwise 0 and
p̂i (c) denote the probability for each class in s. The proposed
model is trained on 40 epochs, as depicted in Figure 14.
The proposed YOLOv2-DFU model is trained on different
parameters as mentioned in the Table 8. The empirical results

FIGURE 14. Training loss across each iterations (a) Ischaemia (b)
Infection.

TABLE 8. TRAINING parameters of proposed YOLOv2-DFU model.

TABLE 9. Localization results in term of mean IOU on 50% training cases.

have been computed using different performance metrics for
infection and ischaemia localization such as IOU, precision,
log average miss rate, and recall. The Mean IOU is computed
on the benchmark datasets as mentioned in Table 9.

In Table 9, achieved results are 0.98 IOU on Ischaemia and
0.97 IOU on Infection to localize the abnormal foot region.
Furthermore, the mean IOU across the number of the anchor
box is graphically shown in Figure 15.

FIGURE 15. MeanIOU of DFU detection (a) Ischaemia (b) Infection.

Figure 16-17, shows exact location of the infected region
is localized with confidence scores.

The visually presented results in Figure 16 shows that
the proposed method achieves a maximum 0.973 confi-
dence score to localize the abnormal foot region. While
Figure 17 results show that the proposed method obtains
0.963 confidence scores for the detection of the positive
region of the DFU. The quantitative and visually represented
results in the (Figure 15-16) shows that the proposed model
performs better to localize the actual infected region of the
foot. The precision and recall measures are also computed
image by image as mentioned in Table 10. The mean of
average precision (mAP) and log average miss rate (LAma)
are computed as mentioned in Table 11.
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TABLE 10. Quantitative results on benchmark dataset.
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FIGURE 16. Infection detection (a), (c) original DFU images (b), (d) score
of the confidence.

FIGURE 17. Ischaemia detection (a), (c) original DFU images (b), (d) score
of the confidence.

TABLE 11. Average the proposed Approach Results on 50% training
cases.

In Table 11, results are analyzed in terms of the mean
of the recall and precision, which shows that the detection

FIGURE 18. Average results of the proposed method (a, c) average
precision and the recall curve (b, d) LAma (where Row1 shows infection
results and Row 2 shows ischaemia results).

results are 0.95mAP on ischaemia, and 0.90mAP on the
infection. The overall localization experiment concludes that
the YOLOv2-DFU model achieved a higher precision rate to
localize the ischaemia as compared to the infection. The mRP
and LAma are plotted in Figure 18.

In Figure 18, the average results are 0.90mAP and 0.3 aver-
age miss rate on infection, while 0.95 mAP and 0.1 average
miss rate on ischaemia dataset. The proposed method results
are associated with current methods as given in the Table 12.
Table 12, presents the localization results of the existing
YOLOv2 model as well as modified YOLOv2 model, where
ShuffleNet is used as a backbone of the YOLOv2, in which
proposedmethod achieved better results as compared to exist-
ing method.

The localization results are analyzed with different
ratio of the training and validation dataset, where we
observed that proposed approach outperform only 10%
training dataset. Furthermore, proposed method results
are visually represented in the Figure 19. Visually pre-
sented results in the Figure 19, shows that proposed
method achieved 0.94 and 0.95 localization scores on
modified YOLOv2 model whereas, 0.75 and 0.86 local-
ization scores on existing YOLOv2 model. The exper-
imental result clearly shows the proposed technique
contribution.

TABLE 12. Comparison of the proposed method results.
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FIGURE 19. Comparison of proposed method results (a) YOLOv2 (b) modified YOLOv2.

V. CONCLUSION
In this work, deep learning approaches are presented for
localization and classification of DFU. The 16 layers pro-
posed CNN model performs better because classification
results depend upon the combination of the selected convo-
lutional layers. For localization, the YOLOv2-DFU model
is designed by using a shuffle net as a backbone of the
YOLOv2. The localization results proved that a combination
of the shuffle net and the YOLOv2 model is more effective
to localize the infected region of the foot images. Finlay, this
research will provide an open research area for the researcher
to use this method as it is or fine-tune it to localize the infected
region of the different body parts such as the brain, lung,
and stomach, etc. Overall, it is concluded that the proposed
approach is unique, novel, and more helpful to classify &
localize the DFU more accurately.

VI. FUTURE WORK
The proposed method classifies the DFU into two classes
such as normal/abnormal. In the upcoming tasks, we aim to
extend the DFU classification method by using the unsuper-
vised reinforcement learning to classify the different grades
of DFU such as grades 0, 1, 2, 3, and 4. The dermatologists
can use this work to diagnose the infection and ischaemia at
an initial stage that in turn will improve the treatment process
and increase the patient survival rate.
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