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a b s t r a c t

Modern power grid is a generation mix of conventional generation facilities and variable renewable
energy resources (VRES). The complexity of such a power grid with generation mix has routed the
utilization of infrastructures involving phasor measurement units (PMUs). This is to have access
to real-time grid information. However, the traffic of digital information and communication is
potentially vulnerable to data-injection and cyber attacks. To address this issue, a median regression
function (MRF)-based state estimation is presented in this paper. The algorithm was stationed at each
monitoring node using interacting multiple model (IMM)-based fusion architecture. An exogenous
variable-driven representation of the state is considered for the system. A mapping function-based
initial regression analysis is made to depict the margins of state estimate in the presence of data-
injection. A median regression function is built on top of it while generating and evaluating the
residuals. The tests were conducted on a revisited New England 39-Bus system with large scale
photovoltaic (PV) power plant. The system was affected with multiple system disturbances and severe
data-injection attacks. The results show the effectiveness of the proposed MRF method against the
mainstream and regression methods. The proposed scheme can accurately estimate the states and
evaluate the contaminated measurements while improving the situation awareness of wide area
monitoring systems (WAMS) operations in modern power grids

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

1.1. Power grids – A complex network

Power grids represent a complex interconnected network
f generating stations, electrical substations, high voltage
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distribution lines, and loads. This is due to: (1) an increase in
demand of power, and (2) an interface to renewable energy
integration (REI). These factors promote to expand the grid size.
This would eventually result to increase the distribution and
network which further increases the dimensionality of infor-
mation. As the dimensionality increases, the number of model
parameters increase which require a higher number of manpower
to monitor the power flow. Due to this complexity of information
and structure, modern power grids could possibly deploy phasor
measurements units (PMUs) and wide-area monitoring systems
(WAMS) to better manage these resources and have more access
towards the observability of the power system [1–4].
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Nomenclature

Notations: In this paper, notations are represented ac-
cording to a structure. Eµ1/2 is the median-based expectation
operator. The notation ˜ denotes the estimate error, e.g. P̃
is the estimate error of P . A hat ˆ over a variable expresses
an estimate, e.g. P̂ is an estimate of P . The individual en-
tries of a variable like P are denoted by P(.). Note when
these variables are represented as function of time. Here the
time index t appears as a subscript e.g. Pt . The notation PT

0
represents the time-sequence (e.g. P0, P1, . . . ., PT ).

Acronyms

ABB ASEA Brown Boveri
BAT bagged trees
BOT boosted trees
DSE dynamic state estimation
DVA dynamic vulnerability assessment
EnKF ensemble Kalman filter
GP Gaussian Processes
GPS global positioning system
IMM interacting multiple model
IP internet protocol
KF Kalman filter
LR linear regression
MRF median regression function
MSE mean square error
NN neural network
PCC point of common coupling
PDC phasor data concentrator
PF particle filter
PMU phasor measurement unit
PV photovoltaic
SSE static state estimation
REI renewable energy integration
SVM support vector machine
TCP transmission control protocol
UKF unscented Kalman filter
VRES variable renewable energy resources
VSC voltage source converter
WAMS wide area monitoring system

1.2. WAMS and focus of this work

WAMS readily managed the high interconnectivity, measure-
ent of physical quantities on the grid and their interdependency
y data acquisition technology of PMUs through its applica-
ions [5–13]. The optimal installation of PMUs from the per-
pective of location could provide additional features of visibility
nd monitoring towards situational awareness, where they can
xtract information about frequency quantities like phase an-
les and magnitudes. This information is synchronized after an
llocated sampling time with global positioning system (GPS).
he phasor data concentrator (PDC) is somehow a central hub
here all this information is gathered, thereby status of regional
ariations and instabilities can be monitored and detected. This
s followed by an adequate and timely action to enhance the
egulation of power flow. However, this whole modern network
f timely monitoring with rigorous transfer of information and
ommunication is dependent on the communication network. At
ome occasions, this communication network bridges with the
2

Symbols

P power grid state
P0 initial condition of frequency oscillation

state transition model
t time-instant
U,V ,...,Z PMU nodes
n state vector size
R subspace
r size of noise transition matrix
ε exogenous variable
G noise transition matrix
p(G) probability vector
w random process noise
Y observation output
m number of observations
H observation matrix
v observation noise
d(a) function of attack vector
p, q instants
R covariance matrix
δ Kronecker delta function
Q process noise correlation factor
f (Pε) non-linear mapping function
g(.), h(.) non-linear vector functions
C set size of A
ξ+ positive mapping variable
ξ− negative mapping variable
ζ distance from actual value
T actual value
α mapping variable
A, B random variables
f (a) probability mass function
Θ vector of all involved parameters
Eµ1/2 median-based expectation operator
Ω possible realization of P
bP realization of observation matrix
J positive energy function
γ positive parameter
eres error matrix
F modal matrix of exogenous function
Re covariance of observation noise
ξ, ξf fault-injection dependent parameters.
N zero-mean multivariate normal distri-

bution
ρ positive definite matrix minimize vari-

able
Γstat cross-spectral density function
S cross-spectral density of data-injection

free parameters
Sf cross-spectral density of data-injected

parameters
ηth computed threshold value

commercial internet providers for an integrated network. The
internet protocol suite, Transmission Control Protocol and the In-
ternet Protocol (TCP/IP) which communicates between networks
and devices is prone and vulnerable to deliberate injections and
actions. This could raise concerns on the power grid infrastructure
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and security protocols [14–21]. Tales of such a breach are:
(1) 2015 Ukranian power grid attack [22], and (2) cluster of
attacks reported by ASEA Brown Boveri (ABB) [23,24], which
exposed the tenderness of WAMS and its applications towards
networking technology and world wide web. The focus of this
paper is towards the cyber-security of network-based digital
infrastructure of WAMS applications.

1.3. State estimation and main motivation of this work

Among the significant growth of WAMS applications, a mature
nd widely used function installed by the power transmission
tilities is state estimation [9–13]. This is because of the variable
ehavior of modern power grids, which do operate on system-
evel in three possible states. These are (1) normal, (2) emergency,
nd restorative states [25]. Normal state of a power system de-
ines that all the system state variables are operating within
heir operating limits. A violation of these operating limits could
ead to situations of vulnerability. This vulnerability could gen-
rate instability and make the power grid prone to intrusion.
hen such contingencies take place, the state is considered to
e an emergency state. Power system can be brought from an
mergency state to a normal state. The transient phase of such
power system where control procedures and actions are em-
loyed to reinstate the system to its original normal state is
alled as the restorative state. The system in this state requires
estoration to the initial state while being balanced and operating
ith no system violations. Apart from system-level classification,
tate estimation is further divided into two basic paradigms of:
1) static state estimation (SSE), and (2) dynamic state estimation
DSE) methods [26]. The prominent ones are the conventional,
istributed, and sequential forms of state estimation [27,28]. All
hese methods have to match the fast digital dynamics of PMUs.
his is to capture the smallest of the variations happening in the
hole network, which could be due to the rise of generation and

oad demands. However, a accurate execution of state estimation
n such situations becomes challenging while capturing the full
tretch of dynamics, which is the main motivation of this paper.

.4. DSE methods, cyber attacks, and need for new scheme

The DSE methods have been dominated by recursive tech-
iques built on a–priori knowledge. The most widely used are

based on Kalman filter (KF) framework. This also involves the
variants techniques of KF, such as: (1) the unscented KF (UKF),
(2) robust H-infinity UKF, (3) the ensemble KF (EnKF), and (4) the
particle filter (PF) [10–13]. The non-recursive forms of estimators
can also be adopted for the state as well as parameter estimation.
These could be the infinite impulse and finite versions of impulse
response filter, etc. [29]. From the perspective of cyber attacks,
cases of KF have also been discussed in situations with bad-data
injection attacks [30–35]. However, with the expansion of mod-
ern power grids with REI and its awareness to the hackers, the
adversary can model the attack vector as well as make a sensible
choice on site of the attack. This can lead to more devastating
impacts while affecting the safety and consumer economy. To the
best of author’s knowledge, such a situation has not been inves-
tigated in power systems dynamic state estimation, where these
variations and deviations could be modeled as an exogenous
variable to boost the state estimation approach towards cyber
attacks and its variants. A negligence to detect these variations
by system-level identification tools could result in amplifying the
surged instabilities of a modern power grid.
3

1.5. Main contribution of this work

The main contribution of this paper is towards the state esti-
mation enhancement of the WAMS applications with REI in the
presence of data-injection attacks. This is achieved by propos-
ing a signal processing-based solution involving dynamic state
estimation approach. A novel median regression function-based
dynamic state estimation method is derived for estimating the
contaminated frequency oscillations. The aim is to maintain the
accuracy of state estimation while identifying and detecting the
deliberately injected variations. In order to accurately estimate
such dynamic states, it is assumed that the hacker can access
the whole network of PMUs which are deployed as an integral
units of WAMS operation. The mapping function-based initial
regression analysis also helped to depict the margins of state
estimation in the presence of injections. This would allow to
propose a post-contingency step to analyze associated risks and
impacts towards dynamic vulnerability assessments (DVA). These
assessments are interfaced to coordinate for corrective control ac-
tions in cyber security situational awareness. The effectiveness of
the proposed scheme was measured by the comparative analysis
against mainstream technique and regression methods.

1.6. Formation of the remaining paper

The remaining work in this paper is organized as follows.
Section 2 expresses the problem formulation of power grid under
attack. Section 3 illustrates the methodology and derivation of the
proposed scheme made on median regression function. Section 4
describes pseudo code for the proposed scheme implementation.
In Section 5, the validation is made using implementation and
evaluation of the proposed approach. Finally, the conclusion and
future work is drawn in Section 6.

2. Problem formulation: Power grid under attack

The problem formulation of a power grid infected with attack
is acquired in this section. An assumption is made that attacker
could have accessed the digital information of sensor-nodes of
the power grid. An overview of the formulation can be seen in
Fig. 1. Consider a modern power grid with X number sensor
odes are deployed on the PMUs for the digital information. The
roblem formulation begins with the state representation of a
ower grid in (1). This is followed by its observation model in
2). The correlation of noise is defined in (3)–(6). The exogenous
unction is expressed in (7)–(9). The attack vector is stated in
10)–(11).

.1. State representation of a power grid

A state of power grid Pt is represented as:
X
t+1= f (P X

ε,t )+GX
t w

X
t (1)

here P X
0 ∈ Rn×1 represents an initial condition of frequency

scillation state transition model at time-instant t , such that t =
, 2, . . . ..., T with X = [P U

t , P V
t , . . . P Z

t ]. Here U, V , . . . .., Z represent
he PMU nodes in the plant. The superscript n represents the
tate vector size in subspace R. The subscript ε represents the
xogenous variable. GX

t ∈ Rr×r is the noise transition matrix. The
uperscript r represents the size of the noise transition matrix.
It is the probability vector p(Gk,t ) such that

∑n
k=1 p(Gk,t ) = 1. In

this probability vector, each individual component shall have the
following properties:

• Property 1: It is a non-negative real number,
• Property 2: It must have a probability between 0 and 1, such

that 0 ≤ |p(G )| ≤ 1,
k,t
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Fig. 1. Formulation framework of the proposed scheme.
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• Property 3: It has sum of all numbers equal to 1.

Also, wX
t ∈ Rr is the random process noise.

Once the state representation is made, the observation model
s stated.

.2. Observation model

Let the observation model for the oscillation state expressed
n (1). It can be stated at time-instant t as:

U
t = H U

t P X
t + d(at )P X

t + vU
t (2)

where Y U
t ∈ Rm×1 denotes the observation output of frequency

oscillation state, m defines the number of observations made
simultaneously by U PMUs at time-instant t . H U

t ∈ Rm×r and
X
t ∈ Rm are the observation matrix and the observation noise
espectively. d(at ) ∈ Rō×1 is the function of attack vector. Here
he superscript ō belongs to the set A ⊆ {1, 2, . . . .ō}.

Once the observation model is formulated, the correlation
etween process noise and observation model is defined.

.3. Correlation of noise

The noises wt and νt are initially uncorrelated. Moreover, they
re zero-median white Gaussian such that:

µ1/2 [wt ] = Eµ1/2 [νt ] = 0, ∀ t, (3)

lso,

µ1/2 [wpν
′

q] = 0 (4)

ere (4) is defined for two instants p and q. Also,

µ1/2 [wpw
′

q] = Rtδpq (5)

here noise processes are considered to be serially uncorrelated.
lso, they have zero-mean, a finite variance process with constant
alue. Note the variable Rt denotes the covariance matrix. δpq is
Kronecker delta function. This function is deployed for shift-

ng the integer variable after the presence or absence of noise.
imilarly,

µ1/2 [νpν
′

q] = Qtδpq (6)

ith Qt is the process noise correlation factor.
Once the correlation of noises are defined, function of oscilla-

ion state is modeled.
 a

4

.4. Function of frequency oscillation state: An exogenous regressor

The function of frequency oscillation state is represented in
he oscillation state model. It is represented as an exogenous
egressor variable, such that f (P X

ε,t ) ∈ Rr . f (P X
ε,t ) represents a

on-linear mapping function, such that: Eµ1/2

[
f (P X

ε,t )|P
X
t+1

]
= 0.

Let f (P, Y , ε) = g(P, ε) − h(P, Y ). Here g(.) and h(.) are the
on-linear vector functions. The exogenous property satisfies:

(P X
ε,t ) = arg max

P X
ε,t∈{0,1}

Eµ1/2 [f (P, Y , ε)|H , Y ] (7)

= arg max
P X
ε,t∈{0,1}

[
Eµ1/2 [g(P, ε)|H , Y ] − h(P, Y )

]
(8)

⎧⎨⎩ 1 if Eµ1/2 [g(P, ε)|H , Y ] − h(1, Y ) ≥
Eµ1/2 [g(0, ε)|H , Y ] − h(0, Y )

0 ,Otherwise
(9)

Once the exogenous function of oscillation state is modeled on
xtracted measurements, the generalized form of an attack vector
s defined.

.5. Attack vector – A generalized form

A generalized form1 of an attack vector is defined by the
acker as a pathway to access or penetrate the target system.
n the observation model (2), the attack vector function is rep-
esented as d(at ) ∈ Rō×1. The superscript ō belongs to the set
⊆ {1, 2, . . . .ō}. It contains PMU sensor-nodes installed in the
lant which are infected with attack. The attack vector is thus
xpressed for any Uth and V th sensor-node as:

(aUV
t ) = 0 (10)

here U ∈ AC , and V ≥ 0. Here the superscript C denotes the set
ize of A, such that:

C
=

S
A

(11)

1 Note a generalized form an attack is assumed here in the form of vector.
he occurrence of cyber attacks, data-injections, and security breach in industry
ould be in various forms and types, such as scalar values, vectors, matrices,
rrays, packets, nested loops, etc.
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Fig. 2. Median gradient-based convergence diagram.

sup(aV
t ) ⊆ A for all V ≥ 0. Here the function d(at ) itself repre-

sents the stochastic nonlinearity, such that: E
[
d(at )|P X

t

]
= 0, also

E
[
d(aX

t )d
′(aU

t )
]
= 0, U ̸= V . ‘′’ denotes here the transpose operator.

Once the modeling of attack vector is made on the measure-
ments extract, the proposed scheme is represented.

3. Proposed scheme: Median regression function-based ap-
proach

The proposed scheme is built on the problem formulation. An
overview of the framework can be viewed in Fig. 1. The initial
regression analysis is expressed in (12). The additional geometric
properties of median regression function-based approach is made
in (13)–(17). The log-likelihood expectation function-based state
estimation is derived in (18)–(21). The IMM-based fusion is rep-
resented in (22)–(23). The generation of residual and threshold
based evaluation of residual is determined at (24)–(25) and (26)
respectively.

3.1. Initial regression analysis using the mapping function

The initial regression analysis towards the data-injection at-
tacks can be achieved by demonstrating a mapping function.
This mapping function is defined here by determining a mapping
function for predicting the initial observation. It can be expressed
as:

M (Pε,t )=C

M∑
k=1

(ξ+k +ξ−k )+
1
2
∥w∥2−

M∑
k=1

(µ+k ξ+k +µ−k ξ−k )

−

M∑
k=1

α+k (ζ+ξ+k +yk−Tk)−
M∑

k=1

α−k (ζ+ξ+k −yk+Tk) (12)

where C is the variable controlling the trade-off between the
variables defined for mapping and size of the margin, ξ+k and ξ−k
are positive and negative mapping variables, w is normal to the
mapping, µ ≥ 0, ζ is the distance from the actual value, T is the
actual value, and α is the mapping variable.

Once the initial regression analysis using the mapping function
is made, the additional properties of median regression function-
based approach is defined.

3.2. Median regression function-based approach — additional geo-
metric properties

The median regression function-based approach is built on the
update the probability for a hypothesis on the available infor-
mation. This requires some additional properties to derive the
median-based expectation operator. These properties can be built

on [36]. Some additional properties are defined as follows.

5

Property 1. Let A and B be two random variables. The variables have
a Gaussian distribution. If A, B ∈ Rn, then limA→B Eµ1/2 [|A− B|2] =
0.

p
(
A, B ≤ µ1/2

)
= p

(
A, B ≥ µ1/2

)
= Eµ1/2

[
(A)2 + (B)2 − 2(A)(B)

]
=

(µ1/2∑
−∞

af (a)
)2
+

(µ1/2∑
−∞

bf (b)
)2

(13)

where f (a) is the probability mass function of A. It further simplifies
as:

p
(
A, B ≤ µ1/2

)
= −2

(µ1/2∑
−∞

af (a)
)(µ1/2∑
−∞

bf (b)
)

=

(1
2

)2
+

(1
2

)2
− 2

(1
2

)(1
2

)
= 0 (14)

Note for A, B, the whole process is called a median-square continuous
such that for all A, B ∈ Rn.

Property 2. A Gaussian process-based function f is said to be
median-based differentiable on Rr . This is possible if for every se-
quence {An} for i = 1, . . . ., n converges ∥An − A∥ → 0.

Considering the gradient property in [36] and as shown in
Fig. 2, let P1, P2, P3, . . . .., Pn ∈ H . Also Υ ∈ H . ∥µ1/2 − Υ ∥ >
radius, and γ > 0. A derivative is considered to be obtained

n the direction of Υ − µ1/2 for ḟ (An), such that:

f (µ1/2,n,Υ −µ1/2,n)= lim
t→0

f (µ1/2,n+t(Υ − µ1/2,n))−f (µ1/2,n)
t

(15)

Similarly for the derivative in the direction of Υ −µ1/2 for ḟ (X)
ives:

f (µ1/2,Υ −µ1/2)=lim
t→0

f (µ1/2+t(Υ −µ1/2))−f (µ1/2)
t

(16)

µ1/2 is designed to minimize the function f . This employs that:

∂ f (µ1/2,n,Υ − µ1/2,n), ∂f (µ1/2,Υ − µ1/2) ≥ 0 (17)

ased on (15)–(17), Eµ1/2 [
(
ḟi(An)− ḟi(A)

)2
] = 0 holds.

Note the additional properties remain the same for symmet-
ic error distributions as well. Once the additional geometric
roperties are defined, the variations are further derived. This
s a challenging task because of the following: (1) deriving a
edian regression function-based property, and its structural

ransformation from a conventionally utilized tool for data analy-
is, forecasting and computer vision to an inference system where
pdates are generated using probability for a hypothesis on the
vailable information, (2) derivation of the regression structure.
ere a median-based expectation is considered over the classic
eighted average-based expectation.

.3. Frequency oscillation state estimation: Inference using log-
ikelihood expectation function

The frequency oscillation state estimation is made by us-
ng the inference system which is calculated and built by the
og-likelihood function. This is to get an estimate of the latent
ariations of the oscillation state as:

(Θ)=log p
(

P X
t , f (P X

ε,t )
)

= Eµ1/2,Ht |P ′0,t ,Yt log p
(

P X
t , f (P X

ε,t )
)

+ Eµ1/2 log p
(
f (P X

ε,t )|P
X
t

)
(18)

here Θ is the vector of all involved parameters.
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The computation of the L derivatives with respect to each of
the parameters is stated as:

∂L(Θ)
∂ΘP X

t ,f (P X
ε,t )
=argmax

Pt
Eµ1/2,Ht |P ′0,t ,Yt log p(Yt , Ht |Pt )p(Pt )

+ argmin
Pvar
t

(
Pvar
t−1 − µ1,2.t−1

)
=argmax

Pt
Eµ1/2,Ht |PT

0,t ,Yt

∑
Ht∈Ω

(
Yt log btP X

t

)
−γ J(Pt )+ argmin

Pvar
t

(Pvar
t−1 − µ1/2, t − 1)

=argmin
Pt

∑
Ht∈Ω

btP X
t−Eµ1/2,Ht |P ′0,t ,YtHt log btP X

t

+γ J(P X
t )+ argmin

Pvar
t

(Pvar
t−1 − µ1/2,t−1) (19)

where Eµ1/2 is the median-based expectation operator, Ω denotes
the possible realization of P X

t . The realization of the observation
matrix H X

t is denoted by btP X
t . J is a positive energy function and

γ is a positive parameter.
Taking the difference between (1) and (19) gives the covari-

ance matrix, such that P X
t − P̂ X

t|t−1 = PX
t|t−1. It is presented as:

PX
t|t−1=f (P

X
ε,t )+G

X
t w

X
t−argmin

PX
t

∑
H X
t ∈Ω

(btP X
t )

+ Eµ1/2,Ht |PT
0,t ,Yt

Ht log(btP X
t )− γ J(P X

t )

− argmin
Pvar
t

(
Pvar
t−1 − µ1/2,t−1

)
(20)

Further simplifying (20) gives:

PX
t|t−1=− argmin

PX
t

∑
H X
t ∈Ω

(btP X
t )+Eµ1/2,Ht |P ′0,t ,Yt Ht log(btP X

t )

− γ J(P X
t )− argmin

Pvar
t

(Pvar
t−1 − µ1/2,t−1)+ GX

t w
X
t (21)

The state estimation and covariance matrix will now incor-
porate in information fusion architecture using the interacting
multiple model (IMM) algorithm. Due to the property of state
hypothesis of multiple models with time-varying dynamics, IMM
is given preference on other fusion techniques.

3.4. Interacting multiple model (IMM)-based fusion

The processing of IMM-based fusion takes place by blend-
ing the information of estimated parameters from each installed
sensor-node. The information extracted from Uth sensor-node P U

t
is merged as:

P̂ IMM
t|t =

Z∑
χ=U

PrUV (P U
t )P̂

U
t|t (22)

covIMM
t|t =

Z∑
χ=U

PrUV (P U
t )(cov

U
t|t+[P̂

U
t|t−P̂t|t ][P̂

U
t|t−P̂t|t ]

′) (23)

Here the superscript IMM denotes the variable processed based
on IMM fusion. PrUV is the probability of model to switch from
sensor-node P U

t to P V
t , given the probability of P U

t at time-instant
t . Once the IMM-based fusion is made, this will determine the
generation of residual.

3.5. Residual generation using error matrix

The generated residual is made here using the error ma-
trix. The error matrix eres is usually calculated to detect any:
(1) unusual dynamic variations, (2) data-injections, (3) biased
6

signatures, and (4) system-faults. For oscillation state, these vari-
ations can be detected as:

eX
res,Y ,t=H X

t eX
P,t+1H X

t

(
F X
t − [Eµ1/2P X

t+1(Y
X
t − vt )′]R−1e,t H X

t

)
(P X

t −P̂ X
t )+Ξ [ξt f (Y

X
t , P X

t )−ξf ,t f (Y
X
t , P X

t )] (24)

where F c1
t ∈ Rr×r is the modal matrix of the exogenous function,

Re,t is the covariance of observation noise vt . This covariance
matrix has a zero-mean multivariate normal distribution N such
that Re,t : vt ∼ N (0, Re,t ), f (Y X

t .P X
t ) ∈ Rr is a non-linear vector

function of Y X
t and PX . Note ξt , ξf ,t ∈ R are the fault-injection

f -based change dependent parameters.
Note the generated residual is asymptotically convergent when

the parameters show no change due to the fault injection. This
is represented such that ξt , ξf ,t , limt→∞ eX

res,Y ,t = 0. Here the
difference between residual generation and the estimated state
can be represented by a Lyapunov variable V . This is represented
as:

∆V = Eµ1/2

[
V (eP,t+1|eP,t , P X

t − P̂ X
t )

]
≤ −eX

res,Y ,tℵte
X
P,t + 2∥eX

res,Y ,t∥|Re,tξf ,t |V∥eX
P,t∥

≤ −ρ∥eX
res,Y ,t∥

2
− V (eX

res,Y ,t )

< 0 (25)

Here ρ is defined to minimize the positive definite matrix ℵt .
Once the error matrix determines the residual, the evaluation

of residual is made.

3.6. Residual evaluation using cross-spectral density function

The residual evaluation is determined using a threshold. This
threshold determines the false data injection and unusual vari-
ations. This is achieved here using the cross-spectral density
function using test statistic Γstat. This can be stated as:

Γstat = f (St , Sf ,t ),
{
≤ ηth noattack
> ηth attack (26)

where the cross-spectral density function can be stated as:

f (St , Sf ,t ) =
|StSf ,t |2

S2t S2f ,t
(27)

Here St and Sf ,t are the cross-spectral densities of data-
injection free and data-injected parameters respectively. ηth is a
computed threshold value. The value of the computed threshold
is chosen and determined to ensure a low false alarm probability.
This is during the course of an accurate residual evaluation.

4. Pseudo code for proposed scheme implementation

The pseudo code of the implementation of proposed scheme
is shown in Algorithm 1. Referring to the steps of the state
representation of a power grid, observation model, correlation
of noise, function of frequency oscillation state, initial regres-
sion analysis, Median regression function, frequency oscillation,
interacting multiple model, error matrix, and cross-spectral den-
sity function. It can be observed that the implementation of the
proposed scheme correspond to steps in Lines 12 to 23, 13 to
17, 18 to 22, and 24 to 27 respectively. The main motivation
is to enhance the grid resilience by the proposed state estima-
tion scheme. The objective here is to tackle the data-injection
attacks and its effects on the neighboring nodes and follow-
ing time windows. This is a challenging task as the proposed
scheme utilizes a interacting multiple model architecture. The
error matrix-based residual generation and cross spectra density
function-based residual evaluation were utilized in the end of the
proposed scheme to generate residual and isolate the injected
fault and its effect.
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Fig. 3. Model of revised New-England 39-Bus system with large scale PV power plant.
Algorithm 1 Pseudo code for proposed scheme implementation
01: N→ number of measurements
02: SR→ state representation of power grid
03: OM→ observation model
04: CN→ correlation of noise
05: FFOS→ function of frequency oscillation state
06: IRA→ initial regression analysis
07: MRF→ median regression function
08: FO→ frequency oscillation
09: IMM→ interacting multiple model
10: EM→ error matrix
11: CSDF→ cross-spectral density function
12: for i=1 to T //including IMM
13: SR i← measurements (Ni);
4: OM i←measurements (SR i);
5: CN i←measurements(OM i);
6: FFOS i←measurements (CN i);
7: end for
8: for i=1 to N
9: IRAi←measurements(FFOSi);
0: MRF i←measurements (IRAi);
1: FOi←measurements (MRF i);
2: end for
3: end for
4: for i=1 to N
5: EM i←Residual-Generation(IMM − OUTPUT i);
6: CSDF i←Residual-Evaluation(EM i);
7: end for
7

5. Implementation and evaluation of the proposed scheme

5.1. Validation system and modeling details

The proposed scheme is validated on the simulated synch-
rophasor measurements. These measurements are collected from
the revised New England, 39-Bus, 10-machines system with large
scale PV power plant of 150 MW as shown in Fig. 3. Modeling
details are based on [37,38]. Measurements are collected from
generators G30, G35, G37, G38 and G39, loads 4, 15, and 29,
Buses 16–18. Note the frequency mode of 0.69 Hz is an inter-area
oscillation. All loads are subjected to random small magnitude
fluctuations. These fluctuations are on continuous basis up to 10
MW/s. The DIgSILENT PowerFactory Ver. 15.1 was utilized for all
the simulation performances [39]. From the collected measure-
ments, the averaged oscillatory parameters were updated using
the monitoring schemes every 5 s.

5.2. System disturbances

Over a period of 60 s, the system is excited by five large-signal
disturbances as follows:

• First Disturbance: A three-phase-to-ground fault occurred at
Bus 24 at 5 s. It was cleared after 0.1 s.
• Second Disturbance: Uncertainty of PV power generation due

to changes in solar radiation. A ramp down in solar irradi-
ance from 1000 W/m2 to 200 W/m2 at 25 s. A ramped up
in solar irradiance from 200 W/m2 to 1100 W/m2 at 50 s.
• Third Disturbance: The active and reactive power demands

load connected at Bus 21. These power demands of load are
ramped up by 30% and 10% respectively over 10 s.
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p

Fig. 4. Dynamic response of phase voltage angles to the: (a) prescribed distur-
bances (θ1 − θ21), (b) prescribed disturbances (θ22 − θ42), and (c) PV power
lant.

• Fourth Disturbance: Line connecting Bus 16 and 17 is discon-
nected at 25 s. This was reconnected after 5 s.
• Fifth Disturbance: The power demand loads (active and reac-

tive) at Bus 4 are ramped up by 20% and 10%, respectively
over 5 s.
8

Fig. 5. Estimation performance of (a–b) Bus 16.

5.3. Performance metrics, dynamic response, and REI operation

(1) Performance Metrics for Evaluation: In this paper, the pro-
posed scheme is evaluated using the following performance met-
rics: (1) estimation performance with no attack injection, (2)
training and testing error no attack injection, (3) estimation per-
formance with injection attacks, (4) residual evaluation with in-
jection attacks, (5) mean square error (MSE)-based estimation
comparative analysis. Note for MSE-driven comparative analysis,
firstly, the evaluation of proposed scheme is made against the
track fusion technique of [18]. Secondly, it is referenced com-
prehensively with other regression methods [40–42]: (1) linear
regressions, (2) standard Gaussian processes, (3) support vector
machine (SVM), (4) neural networks (NN), (5) regression trees,
(6) boosted trees, and (7) bagged trees. Note the later are re-
gression methods and are not originally designed to estimate the
frequency oscillations in WAMS operations in the presence of
data-injection attacks.

(2) Dynamic Response — Disturbances and PV Power Plant:
Fig. 4(a)–(b) shows the dynamic response of the phasor voltage
angles to the prescribed set of disturbances. In addition, Fig. 4(c)
shows the dynamic response of the PV power plant. It is noticed
that the output power at the point of common coupling (PCC) fol-
lows the variations of solar irradiance. Meanwhile, a constant DC
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Fig. 6. Estimation performance of (a–b) Bus 17.

voltage is maintained across the DC link due to the employment
of proper control of the voltage source converter (VSC).

(3) Renewable Energy Sources and Stable Operation: Renew-
ble energy sources-based generators differ in operation from
he conventional sources. This is because: (1) they cannot be
cheduled due to their structure and power source, and (2) they
re much smaller than conventional power stations. The current
ractice of utilizing the available renewable energy systems (PV
nd Wind) in electricity markets is just to reduce fossil-fuel
onsumption and carbon footprint. Due to the inherently variable
nd non-dispatchable nature of renewable energy sources, such
s practice poses a threat to the power system integrity and
equires utilities to maintain power balancing reserves to match
upply and demand power levels. Maintaining these reserves
or the uncertain renewable generation represents an additional
ost for the utility, referred to as the short term balancing cost,
hich is mainly the cost of flexibility. Therefore, in this paper, the
uthors assumed that the renewable energy systems are balanced
ith an appropriate spinning reserve to ensure stable and secure
peration of the transmission system. In addition, the access and
ontrol of the large scale renewable power plant can be realized
t the PCC. It is due to this reason these renewable generators
ave the minimum involvement with test case integration. The

ncertainty of RES power generation might have an impact which

9

Fig. 7. Estimation performance of (a–b) Bus 18.

is worth investigation. The future studies and test cases will be
aimed with direct involvement of renewable energy sources to
provide local benefits to the power grid during peak demand
while considering the intermittency of RES generation.

5.4. Injection attacks, hacker strategy, and data sets

(1) Attack Scenarios and Injections: To simulate the deliberate
attack scenarios, the data-injections are made in the recorded
synchrophasor measurements. To create a situation of regional
attacks on measured data, the neighboring nature of nodes was
considered (See Fig. 3). Simulated injection of attack scenarios at
Bus 16–18 are as follows:

• First Injection with High Energy Potency: A high energy po-
tency signal was injected at Bus 16 from 30.6 to 35 s.
• Second Injection with Data-Repetition Attack: A data-

repetition attack of samples from Bus 17 at 10.2 s to 15 s
was injected at the same bus from 30.2 s to 35 s.
• Third Injection with Noise Attack: A random noise attack at

Bus 17 from 50 s to 55 s.
• Fourth Injection with Coordinated Attack: A coordinated at-

tack at Bus 16 and 17 of random noise-like variations from
40 s to 45 s respectively.
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Fig. 8. Error Profile of (a) Bus 16, (b) Bus 17, and (c) Bus 18 with no injections.

• Fifth Injection with Coordinated Attack: Another coordinated
attack at Bus 16 and 18 of random noise-like variations from
40.2 s to 45.3 s respectively.

(2) Aim of an Hacker: The aim of an hacker is to intrude
he system while remaining anonymous and unrecognized. A
aximum duration with such an existence will allow the hacker

o access important information and manipulate some level of
10
Fig. 9. Fault injections in (a) BUS 16, (b) BUS 17, and (c) BUS 18.

coordination, which could lead to system instability and transient
behavior. The first injection is a high-energy potency noise-like
heavy signal. This injection aims to possibly bring down a local
network. The second injection is a data-repetition attack. This
attack is introduced to mislead the operators towards stability
of the grid while delaying the supplementary damping actions.
The third injection is a random noise attack. This is a typical
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Fig. 10. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 16 with its first injection.

random attack with no correlation to any signal characteristics.
The fourth and fifth injections are a set of coordinated attacks.
These attacks represent a set of regional attacks attempting to
generate a spreading failure leading to wide-area blackouts. The
purpose of injecting a variety of different signals as attacks in
multiple locations is to access the robustness of the proposed
scheme.

(3) Datasets — Modes of Training and Testing: Due to the non-
vailability of more than one data cycle, for the operation of
he proposed MRF scheme, the data was split into two separate
ubsets for training and testing respectively. The training data-set
epresents a window of 0–27 s, i.e. 45% of the total time-window
f 60 s. The remaining 55%, i.e. 27–60 s are reserved for testing.
ote the classifiers are trained only on the training data-set.

.5. Estimation performance with no attack injections

(1) Performance with no Injection Attacks: The performance of
he proposed MRF scheme for estimation with no attack injec-
ions was made. Figs. 5(a–b), 6(a–b), and 7(a–b) show the training
nd testing results of such a case. The visually noticeable variation
f the Bus signals between the training-data (0–27 s) and the
esting-data (27–60 s) suggest a good capture of the regression
11
Fig. 11. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 17 with its second injection.

model of the relationship between the Bus under investigation
and the other signals of the grid.

(2) Training and Testing Error Values: Bus 16 is geographically
located far from other two buses (Bus 17 and 18) on the grid, and
thus showing higher error values for the training and testing. It is
important to note that only part of the measurements collected
from the grid were available to be included in the modeling,
i.e. five generators, three loads and three buses. Therefore, it is
understandable that certain quantities can be predicted better
than others depending on how many dependent measurements
were used in the training. Sparse regression methods eliminate
non-pertinent inputs as part of the learning. Therefore, using a
full or a larger set of the voltage measurements collected from the
system will certainly reduce the error for all buses estimations.
The error profile of these estimations with no attack injections
can be seen in Fig. 8 (a–c).

5.6. Estimation performance with injected attacks

Once, the estimation performance is evaluated for an attack-
free situation, it is followed by the evaluation of state estimation
with situation of injected attacks. The fault injections were made
in Bus 16–18 as shown in Fig. 9(a–c).
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Fig. 12. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 17 with its third injection.

(1) First Injection Scenario — A High Potency Attack: In the
irst injection scenario, a large spike was introduced during 30.6–
5 s time-window of Bus 16 (Fig. 10(a)). Due to the location
f the injection, the corrupted Bus 16 signal does not show a
ignificant visually apparent change which makes the detection
f the attack a challenging task. However, the estimation error
ignal shows a significant increase of during 30.6–35 s compared
o the profile before and after the attack. This was well detected
y the coherence spectra-based residual evaluation method while
voiding the false alarms as shown in Fig. 10(b).
(2) Second Injection Scenario — A Data Repetition Attack: In

he second injection scenario, a data-repetition attack at Bus
7 from 10.2–15 s time-window was injected replicating the
ame measurements as of 30.2 to 35 s (Fig. 11(a)). Although the
hosen repeated window (10.2 to 15 s in Bus 17) has similar local
ariation as to the attacked window (32.2 to 35 s in Bus 17) in
he original signal, the estimation error signal shows a significant
ariation during 30.6–35 s in the residual evaluation, which were
ell captured by the proposed residual evaluation method. This
an be seen in Fig. 11(b).
(3) Third Injection Scenario — Noise Attack: In the third injection

cenario, a random noise attack was injected at Bus 17 from 50 to
5 s as shown in Fig. 12(a). This is a typical random attack with no
orrelation to any signal characteristics. Note the original signal
12
Fig. 13. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 16 with its fourth injection.

of Bus 17 in time-window 50 to 55 s also mimics to a random
attack signal. Therefore, injecting a similar random attack signal
had a better chance to deceive the operator and pass undetected.
However, the residual evaluation showed a significant dip during
the attack period which was well detected by the threshold (See
Fig. 12(b)).

(4) Fourth and Fifth Injection — Coordinated Attack: To mitigate
regional attacks on measured data affecting more than one Bus,
two scenarios of coordinated attacks were injections in sets. The
first set comprises of a coordinated attack on Buses 16 and 17
(40–45 s) (See Figs. 13(a)–(b) and 14(a)–(b)), and the second set
comprises of a simulated coordinated attack on Buses 16 and 18
(40–45 s) (See Figs. 15(a)–(b) and 16(a)–(b)). These attacks mimic
an attempt to create a spreading failure leading to wide-area
blackouts. The random attacks were injected in regions where the
original signals look random-alike and the attack remain unde-
tected. The estimation error signals show a significant increase
in variations during the attack period compared to the signals
before and after the attack. Moreover, there were some variations
in the non-attack zone too. This could be due to the coordinated
nature of the attack. However, the proposed threshold-based
detection scheme was able to detect the presence of these attacks
adequately. This can be seen in (See Figs. 13(b), 14(b), 15(b), and
16(b)).
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Fig. 14. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 17 with its fourth injection.

5.7. Comparative analysis

(1) Estimation Comparison with Track Fusion Technique of [18]:
An estimation comparison was made with the track fusion tech-
nique of [18]. The comparison was made using mean-square error
(MSE). The performance comparison can be seen in Fig. 17(a).
The tracking performance without the presence of data-injections
can be observed in 0–30 s time-window. The only impact was
the occurrence of disturbances during this time-window. Both
methods were able to estimate the state oscillations decently.
A variation and slight increase in MSE was observed during this
time-window of 0–27 s. This is due to the occurrence of multiple
disturbances during this time-window. Infact during 10–15 s
time-window, the TFMP scheme loss track to the estimation.
This is due to the computation of cross-covariance performed
at each sensor node. The computation at each node could not
capture the fast dynamics. The MSE was high for both methods
in this time-window. This follows with the performance under
deliberate data-injection attacks in 27–60 s time-window. The
injection scenarios were a variation of high energy potency signal,
data-repetition and coordinated injections which almost directly
impacted time-windows of 30–35 s, 40–45 s, and 50–55 s re-
spectively. The TFMP lost track to oscillation estimation once
13
Fig. 15. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 16 with its fifth injection.

again due to high non-linear variations and its interaction with
neighboring nodes to find the best fit. The proposed scheme kept
track on all oscillations due to its regression property.

(2) Estimation Comparison with Regression Methods: An estima-
tion comparison based on MSE was also made with the regression
methods of (1) bagged trees, (2) support vector machine (SVM),
(3) boosted trees, (4) linear regression, (5) Gaussian processes,
(6) neural network (NN), and (7) median regression function [40–
42] as shown in Fig. 17(b). The linear regression method has the
lowest performance as compared to the other methods. This was
expected due to its linear and least complex model representa-
tion. The bagged trees method and the NN method also followed
the footsteps of a less precise and inconsistent performance. This
was more visible with increased MSEs in the testing window.
This is due to the random sampling nature of bagging technique
and overfitting limitation of NN method. The trees and SVM
were comparatively better in their performances with relatively
less degradation in their test performances. In comparison with
the proposed MRF technique, boosted trees and Gaussian Pro-
cesses showed the most consistent performances with almost
similar MSE for training and testing. However, there was a no-
ticeable performance deterioration between their training and
testing phase. On the other hand, the proposed MRF scheme was
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Fig. 16. Estimation performance of testing data-set and residual evaluation for
(a–b) Bus 18 with its fifth injection.

consistent and had minimal dip in its accuracy towards both
windows.

6. Conclusion and future work

The state estimation accuracy of an infected power grid is
achieved in this work. The proposed scheme is validated on a
revised IEEE 39-Bus New England test system with REI of large
scale PV power plant. The state estimation of the grid is enhanced
by the median regression function (MRF)-based algorithm which
was well-supported by the mapping function for initial regression
analysis. An exhaustive testing of the algorithm in the presence
of multiple data-injection and its comparative analysis indicate a
potential scope of deploying this algorithm in real-time while en-
hancing the cyber security situational awareness of grid towards
uncertainties and deliberate injections. The trained regression
model successfully captured the correlation between the different
measurements of the grid. This also allowed the good prediction
of the bus signals and the detection of different types of attacks
at their occurrence. An improvement of 13% and 25% have been
seen against the TFMP and regression methods respectively. The
method would have performed even better when more measure-
ments from the grid are available to use as input to the prediction
14
Fig. 17. State estimation MSE-based comparison with (a) TFMP [18], and (b)
regression methods. The acronyms are defined as: (1) Bagged Trees (BAT), (2)
Support Vector Machine (SVM), (3) Boosted Trees (BOT), (4) Linear Regression
(LR), (5) Gaussian Processes (GP), (6) Neural Network (NN), and (s7) Median
Regression Function (MRF).

models. This is due to the nature of the training process that it
would naturally select pertinent input for the estimation of each
bus to avoid the problem of estimation in high dimensionality.

Future work may lead towards: (1) scalability of the proposed
scheme with a relatively a larger-scaled test system, (2) examine
cyber-security risks at renewable generation sites of the modern
power grid while involving wind farms and solar parks.
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