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ABSTRACT 

HAFEZ, AMIR, M., Masters : January : [2023:],  

Masters of Science in Mechanical Engineering 

Title: Development and Evaluation of a Wireless Active Noise Control system in an 

Enclosed Environment 

Supervisor of Thesis: Dr. Mohammad, R, Paurobally. 

 

Active noise control (ANC) is a method used to reduce acoustical vibrations 

mainly within the low-frequency range. This thesis aims to implement a wireless active 

noise control system in an enclosed environment, evaluate relevant system performance 

characteristics and compare it with a wired version of an active noise control system. 

In doing so, a method to build the wireless ANC system is outlined. The ANC system 

used the Filtered X-Least Mean Square algorithm (FxLMS) as a standard method to 

control the noise. In addition, online system identification is implemented to track any 

changes in the secondary path while a user is moving around. A single-frequency tonal 

noise source, secondary loudspeakers, and microphones are used for testing and 

evaluation of the complete wireless system.  

It is found that the wireless system works well when validation of a single-

channel system is carried out in an air handling duct test rig. Similar noise reduction 

levels were obtained for the wireless systems when a user wears an in-ear error 

microphone; it is found that the system performs well for stationary cases. When the 

user walks at an average pace, the system can diverge if offline system identification is 

used. However, if online system identification is used, the system performs well.  
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Chapter 1: Introduction 

 

1.1 Background 

 

Active noise control (ANC) was first introduced by Paul Lueg in 1930. The idea relies 

on generating a secondary noise signal with equal amplitude and opposite phase 

(signals with 180-degree phase shift) relative to the primary disturbance source. This 

causes destructive interference with the disturbance source resulting in silence [1]. In 

1950, active noise control received attention from Harry Olson, who carried out 

experiments with developed feedback control systems. His research was based on 

attenuating noise at localized positions inside enclosed spaces like interiors of 

automobiles and aircraft cabins [2]. 

 

Today, with the increased global population, and the rise of urban and industrial 

activities, noise pollution is becoming more apparent than it used to be in the past. 

Individuals get exposed to noise throughout the day, whether at work, in public areas, 

or at home. However, when an individual gets exposed to noise, the noise consists of 

different frequency bands. The main interest in using ANC lies in reducing the Low-

frequency Noise (LFN) of the transmitted noise, which is difficult to control using 

traditional passive control techniques due to the noise characteristics transmitted 

through walls or structures. Hence ANC is often applied as the most effective LFN 

control technique. 

 

Commonly, urban districts of any developing country have active work sites where 

noise is generated by heavy mechanical vehicles (e.g., lorries or  heavy-duty trucks). 

The LFN can be from road traffic, railways and other stationary mechanical systems 
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such as air-conditioning systems [3]. It can also be present in residential areas nearby 

airports due to aircraft-inducing noises on the runways causing mechanical and 

acoustic vibrations [4]. Moreover, residential areas near industrial zones can also be 

exposed to LFN. With the continuous growth of industrial and urban activities and the 

numerous increase in transportation, noise is an evident problem for most urban 

districts. The application of ANC to LFN in practice has thus become more practical 

and of interest over the last three decades. 

 

1.2 Techniques and Methods of Noise Reduction  

 

Active Noise Control (ANC) and Passive Noise Control (PNC) are two standard 

methods to reduce acoustical disturbance, as shown in Fig. 1.1.  

 

Fig. 1.1. Basic principles of passive noise control and active noise control [5]. 
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1.2.1 Passive Noise Control (PNC) 

 

A common technique to reduce acoustical disturbance is the passive noise reduction 

method. It is a way to attenuate the noise by using acoustical isolating materials [6]. 

Unlike ANC systems, passive noise control systems do not need a power source, as 

they are mainly porous materials with acoustical absorption properties. These 

materials are typically effective for mid-to-high frequency noise reduction 

applications. Passive noise control techniques are widely used since individuals 

experience noises in that range. PNC can absorb medium to high frequencies because 

of the short wavelength that can be absorbed or reflected by the material. Otherwise, 

longer wavelengths (at low frequencies) can propagate through them, making it 

difficult to reduce the noise [7]. The acoustical properties of a mechanical sound 

absorber can be determined by the type of material, the geometry, and its thickness. 

Examples of noise-isolating materials are memory foam earpads embedded within 

headsets, poro-acoustic panels/tiles, plywood applied in construction applications, or 

exhaust mufflers, considered modern PNC applications. However, PNC is considered 

inadequate for LFN reduction [8, 9] and can be space-consuming for attenuating LFN 

by requiring a large thickness of the noise-isolating material. Low-frequency noise is 

typically considered between 20Hz to 500Hz, which is categorized as a structurally 

propagative range that can be transmitted through structures [10]. For example, a 

27x57 square inch acoustic foam panel with 4 inches thickness can have more than 

90% absorption at 500 Hz but a maximum absorption of 30% for 125 Hz of acoustic 

noise. In general, PNC systems are ineffective for low-frequency applications [11]. 

They are also ineffective for impulsive noise, which contains mainly low-frequency 

energy. An example of impulsive noise is a jackhammer for roadworks [12]. For such 

cases, ANC can help to counteract the LFN better than the passive control method. 
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1.2.2 Active Noise Control 

 

The other method for reducing noise is active noise control (ANC). In ANC systems, 

the ‘primary path’ or ‘primary noise’ is the target noise to be reduced or controlled. 

The ‘secondary loudspeaker’ is driven by the ‘secondary path or control’ signal that 

aims to reduce the primary noise by using the destructive interference principle [13-

15]. In addition to its level of flexibility and improvement in digital systems, ANC 

has become easily adaptable and a well-researched topic over the past 30 years. Many 

applications of ANC have been developed, including headphones for noise reduction 

[16, 17], noise-control systems for industrial machines [18, 19] and noise cancellation 

for automobiles [20-24]. Unlike the passive noise control strategy, ANC works better 

in low frequencies [25]. Most real-world scenarios involve exposure to low-frequency 

noises, such as noise that can reach individuals from vehicle engines, tire contact 

noise, wind noise [23] and air-conditioning [24, 26]. 

 

When constructing an ANC system, the loudspeaker driven by the ANC system 

produces inverted sound waves opposing the disturbing noises, which attenuates them. 

Control is effective in the low-frequency range due to the lower complexity of sound 

waves with long wavelengths and, therefore, better spatial reproducibility of these. 

The main advantage of using the ANC systems is the use of electrical components 

such as sensors and actuators to generate anti-noise sound. Using ANC with multiple 

sensors and actuators is a big step forward in setting up a practical and effective ANC 

System. This type of setup is referred to as a multi-channel ANC system and is helpful 

in attenuating sounds in three-dimensional space [27]. However, the wires can occupy 
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space when constructing a multi-channel ANC with more channels. For that reason, 

implementing a wireless ANC system is considered attractive in terms of space 

consumption, less weight (such as in aircraft), and lower cost. In addition, 

maintenance issues can also be considered attractive in wireless systems eliminating 

the need to deal with the extensive amount of wiring. 

 

Active Noise Control (ANC) is, therefore, an effective and common way to control 

low-frequency noise (LFN) [28].  It has been applied successfully, for example, in 

active headrests for cars and aeroplanes, in yacht cabins, and in bedrooms that are 

located in noisy environments. In addition, there have been many developments in the 

aviation industry associated with ANC technology. For example, companies such as 

Bombardier, King Air and Wolfe Aviation [29] design and offer active noise and 

vibration control systems specifically designed for aircraft.  
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1.3 Health risks associated with long-term exposure to loud noises and LFN 

 

Noise can have both auditory and non-auditory prolonged impacts on health. Hearing 

loss is considered one of the common effects caused by loud noise exposure on a long-

term basis [30]. It can cause damage to auditory sensor cells in the ear [31], 

significantly reducing the quality of life [32]. Noise was ranked as the second 

environmental threat to human health after air pollution, according to The World 

Health Organization (WHO) [33]. It can lead to the disruption of brain activity [34]. 

Children exposed to noise may have lower test scores, memory loss over a long-term 

period, and lower reading comprehension test scores [35]. If an individual gets 

exposed to LFN for an extended period, the person may experience unpleasant effects 

from the extended exposure time. The effects can include disturbed sleep, headache, 

stress, annoyance, and fatigue [36]. Such annoyance levels can cause sleep 

disturbance, tired-ness, and possible long-term vibroacoustic diseases (e.g., tinnitus)  

[37]. In addition, it has been reported that it can lead to atrial fibrillation, which is a 

heart condition that causes irregular and often abnormally fast heart rate, which can 

induce blood clots, strokes, and put them at risk for cardiovascular problems such as 

high blood pressure and high cholesterol[38]. 

 

 

  



  

7 

 

1.4 Aims and Objectives of the research thesis 

 

The overarching aim of the research is to enhance the abilities of ANC systems in an 

enclosed space using wireless transmission instead of wired transmission. In doing so, 

it is hoped that it will make the system more mobile, less space consuming and easier 

to implement on a large scale in future applications. 

 

The main objectives are: 

 

1. To develop a wireless ANC system with specific characteristics, such as 

electroacoustic delays from the DSP and transceivers. 

2. Perform validation experiments of the wireless system to measure system 

performance by measuring steady-state residual noise in a simple acoustic duct 

and compare it with the wired version using a single-channel system (one 

reference, one error, one control). 

3. Implement a wireless in-ear microphone system to be used as a mobile error 

microphone for ANC at the ear. 

4. Extend the single-channel error microphone to a dual-error channel microphone 

system with a single-control loudspeaker for both ears. 

5. Test the single and dual-error channel system under stationary and mobile 

conditions. 

6. Draw relevant conclusions from the experimental results, including the wireless 

ANC system's local and global noise control capabilities. 
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1.5 Scope of Thesis 

 

The scope of this thesis is mainly concerned with achieving a wireless active noise 

control system that operates within the low-frequency range with a minimized 

‘residual noise’. This is achieved by developing a wireless in-ear microphone to be 

used as the error microphone. A basic study of spatially global and local noise control 

capabilities is also included. Global noise control applications include ANC in 

automobiles and aircraft [22, 23, 39-41]. In such cases, the development of a large 

quiet zone to cover an entire space is desired. 

On the other hand, local control aims to achieve control around the error microphone. 

Only irrespective of increase elsewhere. This can allow multiple users to move around 

freely within a room using a multi-channel wireless ANC System, as depicted in the 

example shown in Fig. 1.2.  

 

 

Fig. 1.2. Example of a personalized multi-channel ANC in an office [42]. 
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Fig. 1.2 shows an example of multiple listeners experiencing ANC in a room. The 

thesis will then investigate the ANC system's mobile and stationary performance using 

globally and locally controlled quiet zones with the help of integrating wireless 

communication to allow mobility and eliminate the use of cables. 

 

 

Fig. 1.3. Schematic of a simple adaptive feedforward ANC system [43]. 

 

Fig. 1.3 shows a Feed-forward control system which includes an error sensor and a 

reference sensor. ANC systems that only include error sensors are called ANC 

feedback systems. Some ANC applications have a combination of both feed-forward 

and feed-back structures. The conventional algorithms implemented for ANC systems 

are mainly based on the least-mean-square (LMS) algorithm. It has many versions, 

such as normalized LMS, recursive LMS and adjoint LMS [30]. There is also a 

practical version that has been used for decades called the Filtered-x LMS (FxLMS), 

which accounts for the effects of the secondary path, including delay. 
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1.6 Thesis Outline 

 

Chapter 2: Literature Review  

• The chapter reviews FIR filter implementations, which is the ANC system's core 

subject. After that, an introduction to adaptive filters is covered in section 2.1.2, 

followed by the Mean-square error (MSE) derivations and the Least-mean 

square (LMS) algorithm. The Filtered-x algorithm is covered after. Finally, the 

chapter reviews the existing wireless ANC systems and their limitations. 

 

Chapter 3: Numerical Analysis of Wireless ANC System 

• The chapter implements a wireless ANC system numerical model in Simulink. 

This is mainly to investigate the effect of wireless transceivers on the ANC 

system’s performance. The investigated parameters are the sampling rate, bit 

rate and the frequency channel of the transceivers. 

 

Chapter 4: Validation of a wireless ANC in an air duct 

• This chapter presents the validation of the functionality of the proposed 

transceivers for the ANC system. This is done by investigating several 

configurations to show the impact of adding transceivers to the ANC system. 

 

Chapter 5: In-ear microphone experiments 

• This chapter mainly investigates stationary and mobile cases when using an in-

ear microphone. First, the mobile experiments involve head rotations or walking 

while ANC is performed. Next, the effect of loudspeaker placement is 

investigated to observe the noise control performance of the ANC system and 

record it. After that, the effect of online system identification is studied for both 
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stationary and mobile cases. Finally, speech interference is investigated to see 

its’ effects on ANC performance. 

• A summary of the experiments is discussed at the end of the chapter. 

 

Chapter 6: Conclusion and Future work 

• The chapter summarizes and concludes the work done through the thesis. 

Suggestion for future work is also included. 
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Chapter 2: Literature Review and Background Theory 

 

Overview: This chapter provides a comprehensive review of the implementation of 

FIR Filters, adaptive algorithms, single-channel and multi-channel algorithms and 

control configurations. It reviews global and local ANC systems and existing wireless-

based ANC systems. 

 

 

2.1 FIR Filter and ANC Adaptive Algorithms 

 

Filters are important data processing tools for signal handling and modification, such 

that one can change an input signal, process it, remove noise (Low pass filter, for 

example), and process it to obtain the desired output. In signal processing, analog and 

digital filters are considered the main types of filters. Components like capacitors, 

resistors and inductors are the main components that make analog filters [44]. Digital 

filters, on the other hand, are only implemented for systems that handle digital signal 

processing where the filter is embedded in a processor chip in a DSP. The filters can 

attenuate or add limited gain at specific frequencies and can add phase delay. In 

addition, digital filters are easier to modify and more flexible since software can 

change the properties of a digital filter, such as the number of coefficients or weights 

of the filter [44, 45]. 

Digital filters can easily implement adaptive filters compared to analog filters and can 

achieve desired output by manipulating and changing system parameters in real-time. 

Adaptive filters are often associated with an optimization algorithm [46], and the filter 

is considered a linear system that has a transfer function. The filter also has a set of 

changing parameters that control the transfer function [46]. For example, a closed-
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loop adaptive filter updates the transfer function by computing the error, which is an 

example of the LMS method. An optimization algorithm includes a cost function in 

an adaptive filter, which determines the best performance for such applications by 

adjusting filter weights [45, 46]. The algorithm and digital filters embedded within the 

DSP in an ANC system influence the performance, such as computational efficiency 

and accuracy. This section will review FIR filters and conventional algorithms used 

in ANC. 

 

 

2.1.1 Finite Impulse Response (FIR) Filter 

 

Finite Impulse Response (FIR) filters can be used to estimate the secondary path(s) in 

an ANC system. That is the frequency response(s) between the secondary 

loudspeaker(s) and the error microphone(s) [45]. FIR filters are digital filters that 

decay to zero, unlike Infinite Impulse Response (IIR) filters which may not decay to 

zero since the output is used as feedback [47]. FIR filters are designed to be simple, 

linear, and mostly stable filters that can be used for modern ANC applications [45, 

47]. The algorithm is efficiently implemented in software using FIR filters compared 

to IIR filters [47] as the controller. FIR filters may require a higher order to have the 

desired accuracy and may introduce additional delays compared to IIR filters. The 

delays may affect ANC performance if they are significant. However, in this thesis, 

only tonal noise will be controlled, and as a result, the effect of delays is not an issue 

for stationary noise conditions. 

 

A block diagram of a digital filter is shown in Figure 2.1 for a linear system in which 

the system’s output 𝑦(𝑘) is bounded for a given bounded input 𝑥(𝑘).  
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Fig. 2.1. Block diagram of a linear digital filter H(z) 

 

The output 𝑦(𝑘) is affected by the current and past values of the input, such that the 

input can be written as 𝑥(𝑘), 𝑥(𝑘 − 1), …. 

 𝑦(𝑘) = 𝐻[𝑥(𝑘), 𝑥(𝑘 − 1), … ] (2.1) 

𝐻(𝑧) is a linear function that obeys the principle of superposition. As a result, the 

expression can be re-written in the form of a linear summation given by 

 𝑦(𝑘) = ∑ ℎ𝑖(𝑘)𝑥(𝑘 − 𝑖)

∞

𝑖=0

 (2.2) 

Equation (2.2) describes the discrete-time convolution of 𝑥(𝑘) with the sequence 

ℎ𝑖  (𝑘) at the time step 𝑘. In practice, the output of the digital filter is truncated in the 

summing equation and ℎ𝑖(𝑘) is written as 𝑤𝑖(𝑘) as the filter notation is referred to as 

the Wiener FIR filter. The output equation becomes 

 
𝑦(𝑘) = ∑ 𝑤𝑖(𝑘)𝑥(𝑘 − 𝑖)

𝐿−1

𝑖=0

 (2.3) 

𝐿 represents the order of the FIR filter, and 𝑖 is the filter coefficient at input sample 𝑘 

at a time. The filter coefficients and input signal can be written in vector form as 

 

𝑤(𝑘) = [𝑤0(𝑘)  𝑤1(𝑘) … … 𝑤𝐿−1(𝑘)]𝑇 ∈ 𝑅𝐿×1 

𝑥(𝑘) = [𝑥(𝑘)  𝑥(𝑘 − 1) … …  𝑥(𝑘 − 𝐿 + 1)]𝑇 ∈ 𝑅𝐿×1 
 

where 𝑇 superscript represents the transpose of a vector. Hence, the output 𝑦(𝑘) after 
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filtering can be expressed in vector form as 

 𝑦(𝑘) = 𝑤𝑇(𝑘) ∗ 𝑥(𝑘) = 𝑥𝑇(𝑘) ∗ 𝑤(𝑘) (2.4) 

 

In equation (2.4), * denotes a linear convolution. Similarly, in a block diagram, the 

FIR Wiener filter is a digital filter that estimates 𝑥(𝑘) signal and yield 𝑦(𝑘) as the 

optimal solution: 

 

Fig. 2.2. The wiener solution using the Wiener filter. 

 

The FIR filter can be represented as a block diagram as a weighted sum of finite 

numbers for past input samples, as shown in Fig. 2.3. 

 

Fig. 2.3. Finite weighted sum of an FIR Filter [48] 

 

The transfer function of the FIR filter can be expressed as [47],  

 𝑊(𝑧) =
𝑌(𝑧)

𝑋(𝑧)
= 𝑤0 + 𝑤1𝑧−1 + 𝑤2𝑧−2+……. + 𝑤𝐿−1 𝑧−(𝐿−1)  (2.5) 
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where X(z) and Y(z) are the z-transforms of the input and output sequences x(k) and 

y(k), respectively. Alternatively, it can be expressed in summation form with order 𝐿 

as: 

 

 𝑊(𝑧) =  ∑ 𝑤𝑘 𝑧−𝑘

𝐿−1

𝑘= 0

 (2.6) 

where 𝑤𝑘 are the Wiener filter coefficients, and the Wiener Filter 𝑊(𝑧) is the z-

transform of w(k). The z-transform translates discrete-time signals to a transfer 

function, which is a complex function that has its own plane that is called the z-plane. 

In order to obtain the frequency response of the filter, we can apply Fourier transform 

by substituting 𝑧 = 𝑒𝑗𝜔𝑇, 

 𝑊(𝑗𝜔) =  ∑ 𝑤𝑘 𝑒−𝑗𝜔𝑇𝑘

𝐿−1

𝑘= 0

 (2.7) 

 

2.1.2 Adaptive FIR Filter 

 

Adaptive filters can modify their performance characteristics in real-time to achieve 

the desired adaptive goal by setting predefined objectives through the performance 

cost function. The most common adaptive FIR filters used in active control systems 

are based on the LMS (least mean square), as they are simple to design and implement. 

Two components are needed to implement an adaptive filter. The first component is a 

digital filter (an FIR filter, for example), and the second is an adaptive algorithm 

block. The algorithm mainly adjusts the coefficients of an FIR filter in real-time to 

meet the desired objective, which in ANC's case is the minimization of the acoustic 

error at a specific location. Figure 2.4 represents the block diagram of an adaptive 
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filter. 

 

 

Fig. 2.4. block diagram of FIR filter implementation 

 

In order for the FIR filter to meet the desired output, the adaptive filter adjusts the 

coefficients by minimizing the mean square error 𝑒(𝑘). The error 𝑒(𝑘) can be obtained 

by applying the difference equation between the desired response signal 𝑑(𝑘) and the 

output of the FIR filter in Equation (2.4). This leads to the equation 

 𝑒(𝑘) = 𝑑(𝑘) − 𝑦(𝑘) = 𝑑(𝑘) − 𝑤𝑇(𝑘) 𝑥(𝑘) (2.8) 

To minimize the mean-square error (MSE) of the function, the optimum weight vector 

must be determined. Usually, the input signals are assumed to be statistically 

stationary for simplicity to ease the mathematical analysis. The following section will 

outline the means of finding the optimized weight vector to minimize the error of the 

performance surface.  
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2.1.3 Mean Square Error (MSE) derivations 

 

A performance criterion, such as the mean squared error is selected for the adaptive 

filter. This is the optimal solution for a Wiener filter and is called the mean-square 

error (MSE) criterion that will make the adaptive algorithm update filter coefficients 

to achieve the goal of that criterion. The MSE error can be obtained through the 

equation 

 𝜉(𝑘) = 𝐸[𝑒2(𝑘)] (2.9) 

where E is the expected value of the squared error. The equation can be expanded in 

the form: 

 𝜉(𝑘) = 𝐸 [(𝒅(𝑘) − 𝒘𝑇(𝑘)𝒙(𝑘))
2

]  

 𝜉(𝑘) = 𝐸[𝒅2(𝑘)] − 2𝒑𝑇𝑤(𝑘) + 𝑤𝑇(𝑘)𝑹𝑤(𝑘) (2.10) 

where p is the cross-correlation vector and R is the autocorrelation matrix [47, 49]. 

Both can be defined by: 

 𝐩 = E[𝒅(𝑘)𝒙(𝑘)] (2.11) 

 = [𝒓𝒅𝒙(0) 𝒓𝒅𝒙(1) … 𝒓𝒅𝒙(𝐿 − 1)]𝑇  

Where the cross-correlation function between 𝑑(𝑘) and 𝑥(𝑘) is expressed as: 

 𝒓𝒅𝒙(𝑛) = E[𝒅(𝑘)𝒙(𝑘 − 𝑛)] (2.12) 

The auto-correlation Toeplitz matrix is expressed as: 

 𝑹 = 𝐸[𝒙(𝑘)𝒙𝑇(𝑘)]  
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 =  [

𝑟𝑥𝑥(0) 𝑟𝑥𝑥(1) ⋯ 𝑟𝑥𝑥(𝐿 − 1)

𝑟𝑥𝑥(1) 𝑟𝑥𝑥(0) ⋯ 𝑟𝑥𝑥(𝐿 − 2)
⋮ ⋮ ⋱ ⋮

𝑟𝑥𝑥(𝐿 − 1) 𝑟𝑥𝑥(𝐿 − 2) ⋯ 𝑟𝑥𝑥(0)

 ] (2.13) 

 

The auto-correlation function of 𝑥(𝑘) is expressed as: 

 𝒓𝒙𝒙(𝑛) = 𝐸[𝒙(𝑘)𝑥(𝑘 − 𝑛)] (2.14) 

There are necessary conditions for the autocorrelation matrix, as follow: 

1- The autocorrelation matrix 𝑹 must be symmetric such that 𝑹𝑇 = 𝑹, assuming that 

𝑟𝑥𝑥(𝑛) is a real, non-complex signal that makes 𝑹 a real-valued matrix.  

2- 𝑹 must be a Toeplitz matrix such that the element parallel to the main diagonal is 

equal.  

3- The eigenvalues of 𝑹 are real and non-negative. 

4- The conjugate transpose of the matrix must equal itself, which makes it a 

Hermitian Toeplitz matrix [50]. 

 

Equation (2.10) is a quadratic function of the filter coefficients w(k). Differentiating 

the equation with respect to the weight vector gives the theoretical optimum weight 

vector, which is called the Wiener-Hopf equation [48, 49]: 

 𝐑𝐰𝐨  =  𝐩  (2.15) 

Using equations ((2.15)and (2.10)) the minimum MSE is given by 

 𝜉𝑚𝑖𝑛 = E[𝒅𝟐(𝑘)] − 𝑝𝑇𝑤𝑜 (2.16) 

The MSE equation can then be expressed as 

 𝜉(𝑘) = 𝜉𝑚𝑖𝑛 + [𝒘(𝒌) − 𝒘𝒐]𝑇𝑹[𝒘(𝒌) − 𝒘𝒐] (2.17) 
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This equation indicates that the performance surface has a single minimum at 

𝐰 = 𝐰𝐨, where the value of the error function is 𝜉(𝑘) = 𝜉𝑚𝑖𝑛. It is, therefore, possible 

to search the quadratic performance surface for the minimum and obtain the optimum 

vector 𝐰𝐨. 

 

Several gradient-based methods exist to find the optimum. These are discussed briefly 

in Appendix A.1. The next section outlines the most popular algorithms; the LMS 

and the FxLMS. 
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2.1.4 Least Mean-Square (LMS) Algorithm 

 

The LMS method is similar to the steepest descent method outlined in Appendix 

A.1.2. Except that the MSE is estimated using the instantaneous error instead of the 

expected error. The equation for the new error is given by 

 
�̂�(𝑘) = 𝒆𝟐(𝑘) (2.22) 

The instantaneous gradient is then given by 

 
∇�̂�(𝑘) = 2[∇𝒆(𝑘)]𝒆(𝑘) (2.23) 

Using the equation 𝑒(𝑘) = 𝑑(𝑘) − 𝑤𝑇(𝑘) 𝑥(𝑘), and knowing that the gradient of the 

error is  

 
∇𝒆(𝑘) =  −𝒙(𝑘) 

 

The instantaneous gradient becomes 

 
∇�̂�(𝑘) = −2𝒆(𝑘)𝒙(𝑘) (2.24) 

Using equation (2.20) found in Appendix A.1, the new adaptation algorithm for the 

LMS method becomes 

 
𝒘(𝑘 + 1) = 𝒘(𝑘) + 2𝝁𝐞(𝑘)𝒙(𝑘) 

(2.25) 

This approach is also considered a stochastic gradient algorithm, called the LMS 

algorithm. It does not require differentiation, averaging or squaring and only uses the 

error vector and the input signal, making it a simple algorithm to implement in 

practice. Hence its widespread use. 

 

In equation (2.25), the coefficients of the filter 𝒘(𝑘) iteratively updates based on the 

input signal 𝒙(𝑘) and the error signal 𝒆(𝑘). The convergence rate of the adaptive 
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process is influenced by the step size or convergence factor 𝝁. Using performance 

analysis of the LMS algorithm provides the upper and lower bounds for convergence 

of the step-size 𝜇 given as [48] 

 
0 < 𝝁 <

1

𝝀𝑚𝑎𝑥
 

(2.26) 

𝝀𝑚𝑎𝑥 is the maximum eigenvalue of the auto-correlation matrix 𝑹 [47-49]. Since it is 

difficult to obtain 𝝀𝑚𝑎𝑥 in actual applications, the limits of the convergence factor are 

usually set as 

 
0 < 𝝁 <

1

𝑳𝑷𝒙
 

(2.27) 

where 𝑷𝒙 = 𝐸[𝒙2(𝑘)] is denoted as the power of the signal 𝒙(𝑘), and 𝑳 is the order 

of the filter. After the convergence of the filter coefficients, theoretically, there is a 

residual error for the LMS algorithm. The residual error is also called excess MSE. 

Using performance analysis on the LMS algorithm, the excess error can be given as 

 
𝜉𝑒𝑥𝑐 = 𝜇𝐿𝑃𝑥𝜉𝑚𝑖𝑛 

(2.28) 

The excess error after convergence is directly proportional to the step-size factor 𝜇 

and filter order. Assuming that the filter order and the input noise power are constant, 

the step-size will influence the residual error such that if the step-size is set to a high 

value, the performance will be worse after convergence, but the convergence rate will 

be fast enough. Then there is a trade-off between residual error and the convergence 

rate. In practical applications, the step size is tuned based on the stability requirements 

of the active noise control. 

 

A typical block diagram of the use of the LMS algorithm is shown in Fig. 2.5. 
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Fig. 2.5. Schematic of LMS block diagram 

 

𝑒(𝑛) is the error signal that needs to be minimized, 𝑑(𝑛) is the disturbance noise, and 

P(z) is the primary path of that disturbance, yc(n) is the destructive output signal of 

the digital FIR filter 𝐶(𝑧). Both 𝐶(𝑧) and the LMS algorithm form an adaptive filter 

together that is computed from the input reference signal 𝑥(𝑛) [45, 49]. In this figure, 

it should be noted that there is no existence of any path assumed after the control filter. 

In practice, however, such a secondary path exists and can destabilize the adaptive 

algorithm. The FxLMS algorithm can then be applied as discussed next. 
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2.1.5 Filtered-x LMS (FxLMS) Algorithm 

 

Although the primary path can be modelled by the LMS algorithm, but it does not 

model the secondary path [48, 49]. The stability of the ANC system mainly depends 

on the secondary-path transfer function ℎ𝑠(𝑘) [30]. In the LMS algorithm diagram, 

the reference and error signals are therefore not aligned in the time domain [51]. It is 

possible to avoid secondary path considerations by using the Infinite Impulse 

Response (IIR) or a high-order FIR filter [15, 45]. However, using IIR filters can often 

cause instability and using high-order FIR filters can introduce an additional 

unnecessary delay to the ANC System [44, 45]. Thus, it is necessary to compensate 

for the secondary path in ANC Systems [45, 49] for stable operation. A practical 

solution is to introduce an identical filter to the secondary path to filter the reference 

signal before the adaptive algorithm. This is called the FxLMS algorithm. The only 

difference between the LMS and the FxLMS algorithm is the addition of the FIR 

filters in representing a model of the secondary path to filter the reference signal. This 

is necessary to ensure time adjustment and stability of the adaptive algorithm. 
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Fig. 2.6. Schematic of FxLMS block diagram. 

 

The secondary path includes the acoustic path (physical path) and the electrical delay 

as well. The latter accounts for the analog and digital components in the system, such 

as digital-to-analog converters (DAC), analog-to-digital converters (ADC), FIR 

digital filters and amplifiers [30, 45]. Using the FxLMS, the stability and performance 

of the ANC system can be negatively impacted if the secondary path estimate is 

inaccurate [45, 46, 49]. 

 

The Filtered-x method is mainly applied in an ANC system to compensate for the 

influences of the secondary path on the ANC stability. The input signal 𝑥(𝑘) is passed 

through an FIR filter ℎ̂𝑠(𝑘) that is identical to the actual secondary path ℎ𝑠(𝑘). The 

filtered reference signal 𝒙′(𝑘) can be expressed as 

 𝒙′(𝑘) = 𝒙(𝑘) ∗ �̂�𝒔(𝑘) (2.30) 

Therefore, the update equation of the FxLMS algorithm can be written as  

FxLMS 
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 𝒘(𝑘 + 1) = 𝒘(𝑘) − 2𝝁𝐞(𝑘) �̂�𝒔(𝑘) 𝒙(𝑘) (2.31) 

Alternatively, can be expressed as 

 
𝒘(𝑘 + 1) = 𝒘(𝑘) − 2𝝁𝐞(𝑘)𝒙′(𝑘) 

(2.32) 

Performance analysis of the FxLMS algorithm gives the upper and lower bounds of 

the step-size 𝜇 as 

 
0 < 𝜇 <

1

(𝑳 + 𝚫)𝑷′𝒙
 

(2.33) 

Where 𝑷′𝒙 = 𝐸[𝒙′2(𝑘)] is denoted as the power of the filtered input signal 𝒙′(𝑘) and 

𝚫 is the number of sample delay in the secondary path. �̂�𝒔(𝑘) is considered the 

impulse response of the secondary path estimate [15, 45]. 

 

The filtered-x algorithm is very tolerant of errors in estimating the secondary path 

�̂�𝒔(𝑘). The secondary path can be estimated by an offline modelling method applied 

during the ANC system's initial training period before applying control [30]. Adaptive 

online system identification (secondary path modelling can also be applied [52, 53]. 

With slow adaptation, the algorithm can handle phase errors between the initially 

estimated path and the actual path up to 90 degrees. For faster adaptation, a 50 degrees 

phase error can be tolerated, and the adaptive filter can converge and effectively 

attenuate the noise [54]. The FxLMS has many variants that have shown improvement 

in ANC performance and have been published. Common variant algorithms are 

Filtered-x normalized LMS (Fx-NLMS) [55] and the Leaky FxLMS [56, 57]. Figure 

2.7 shows a typical example of an FxLMS-based algorithm ANC. The multi-channel 

extension of an FxLMS-based ANC system is briefly discussed in Appendix A.2. 
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Fig. 2.7. Schematic of the secondary path of the FxLMS algorithm-based ANC 

System [58] 
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2.2 Implementation of wireless spatial ANC System 

 

2.2.1 Previous Work Conducted on Wireless ANC Systems 

 

One major limitation in implementing ANC systems is the significant amount of 

cabling often required to connect various parts in multichannel systems. This can be 

bulky, costly, and prohibitive. One possible solution is to use wireless transceivers in 

active noise control. Until now, only a limited number of research has been reported 

on the subject of wireless ANC. Sujbert and co-workers [59] worked on wireless 

sensing in ANC, which involved several microphones detecting the noise and sending 

the signal to a Digital Signal Processor (DSP) through a wireless setup using Berkeley 

MICAZ motes. As the sampling frequency is reduced, the delay between sampling 

and sending increases slowly but continuously, resulting in an increasing phase error 

in the secondary path model. The results showed that a system with only a stationary 

wireless error microphone performs similarly to a corresponding wired system. 

Research by Michalczyk and Czyz [60] demonstrated the movement of the quiet 

(noise control) zone around a moving error microphone. The study revealed the 

relationship between the convergence factor and the attenuation level for different 

moving microphone speeds. However, the ANC system was wired. Kajikawa and 

Nomura [61] further investigated the effect of movable error microphones for multi-

channel ANC. They implemented a Simultaneous Perturbation algorithm where the 

adaptive filter coefficients are updated by two error signals showing that the system 

was stable, and attenuation was obtained for systems with varying secondary paths. 

These papers also used a wired system. The most recent work by Paurobally et al. [62] 

presented for the first time the results obtained by using two transceivers in partially 

wireless adaptive feedforward ANC setups and a completely wireless setup for single-
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frequency noise control. The schematics of the two setups are depicted in Figure 2.13. 

The results between the wired and wireless systems were compared in terms of system 

delay and accuracy by using two types of transceivers. 

 

 

Fig. 2.8. Schematics of the (a)Mic-DSP partially and (b)complete wireless systems [62] 

 

For single frequency noise control, the wireless systems performed very well, 

although the wired system was slightly better. A COP SECURITY analogue 

transceiver, despite having a larger static error, delivered higher performance due to 

having a smaller time delay compared to the NRF24Z1 digital transceiver, which had 

a larger time delay. There was static error mainly from the transmitters, and this 

caused some low-level background random noise. The results from the complete 

wireless system were similar to the partially wireless systems, and the study concluded 

that any fully wireless ANC system performs as well as its worst wireless link or path. 

The results are summarized in Fig. 2.9 with the black line of primary interest here. 
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Fig. 2.9: Convergence for partially wireless systems using two transceivers [62] 

 

A moving error microphone was also tested using the setup shown in Fig. 2.10 and 

Fig. 2.11 to investigate how the single-channel fully wireless system performs. This 

is important in the application of wireless ANC in a headset. The results depicted in 

Fig. 2.12 and Fig. 2.13, from a moving error microphone in a wireless ANC system, 

show that the system can adapt to changes in the secondary path and good noise 

reduction is obtained when the error microphone moves at 2.5 m/s. As the microphone 

moves, the secondary path changes and the FxLMS algorithm updates the controller 

filter coefficients. For a larger controller step size of 1.0, the filter coefficients are 

updated fast enough to cancel the noise. The quiet zone moves along with the error 

microphone. When the controller step size is small, the FX-LMS algorithm update is 

too slow, and the performance is reduced. The convergence coefficient selection 

becomes important, and a compromise between convergence speed, stability and 

maximum noise reduction exists. Although the results were for a single-channel 

system, they show that wireless ANC has the potential to provide good performance 

comparable to wired systems, especially when dealing with slowly varying low-

frequency tonal noise and when the error does not move too fast.  
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Fig. 2.10: Rotating microphone experimental set up [62] 

 

2.2.2 Addressed research gap from previous work on wireless ANC 

 

The few papers that previously investigated wireless ANC were mostly focused on 

controlling noise for stationary purposes. One paper [62] investigated wireless ANC 

with limited mobility experiments, such as spatial noise control on a rotating arm. In 

the thesis, dual-channel wireless ANC experiments were also investigated for 

stationary experiments to extend previous work. For such cases, single-channel and 

dual-channel wireless ANC were tested in a spacious environment to replicate 

practical working conditions in industrial applications such as walking with a wireless 

ANC in a workshop, where there is stationary noise for example.  
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2.2.3 Contributed work to wireless ANC in this thesis 

 

The contributed work to the research gap in this thesis consists of the following: 

 

- Investigating single-channel Wireless ANC using Simulink. This is done by 

obtaining the Impulse response of the transceivers experimentally and adding 

them to the ANC structure in the Simulink model to see the effects of a few 

parameters on ANC performance. After properly tuning the transceivers by 

studying the optimal parameters of the transceiver, a validation experiment is 

carried out to compare single-channel fully wired performance with single-

channel partially (wired reference) wireless performance. 

 

- A single-channel partially wireless in-ear ANC system was developed and tested 

for stationary and mobile cases, where the spatial experiment is selected to match 

the practical experience in an industrial environment. This was performed without 

and with online system identification (to keep the secondary path tracked in real 

time). Moreover, the control loudspeaker locations are experimented with for two 

cases. Firstly, one loudspeaker is placed close to the noise source (which can 

achieve an effect of global noise control). Secondly, the control loudspeaker is 

separated far from the noise source (which can introduce an effect of local noise 

control). 

 

- A dual-error partially wireless ANC was similarly tested for the same cases 

mentioned in the second point of the contribution above. 
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2.2.4 Comparison to previous wireless ANC work  

 

The thesis intends to present results of research carried out for Wireless ANC using 

wireless in-ear microphones and including mobility applications. The results obtained 

cannot be compared to other research due to the difficulty of replicating other authors' 

works and also for reasons such as those listed below: 

 

• There are very few research work that deals with wireless ANC in some form. 

These are however not similar or comparable to the work presented in this 

thesis.  

• Tonal noise was used since the FxLMS algorithm works best for slowly varying 

tonal noise levels. A 124 Hz tonal noise was used corresponding to the air duct’s 

resonant frequency. As such comparison to other work is not relevant. The same 

frequency of 124 Hz was used throughout the research to be consistent and for 

relative performance comparison purposes.  

• Replication of work requires microphones and loudspeakers with similar 

properties, such as frequency response. If the work is to be compared, the same 

microphones and loudspeakers have to be used. This is not practically feasible. 

• Replication of spatial setup: The working environment in which the experiment 

was carried out cannot be replicated easily due to pre-existing geometry and 

size that cannot be duplicated. 

• For the papers reviewed in this chapter, limited mobility experiment was 

performed such as wireless ANC using a rotating arm. In this thesis, the mobility 

experiment was extended by using a wireless in-ear microphone and walking in 

one direction with a range of about 7 meters from the noise source. The 
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movement of the user is bi-directional to make the experiment simple and close 

to practical application. 

• No fully wireless ANC systems as presented in this thesis (even for the single-

channel case), including in-ear microphones and loudspeakers have been 

studied before. This is the first time such work is undertaken and results of a 

practical system are provided. 
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2.3 Factors that can affect spatial wireless ANC Performance 

 

There are a few factors that can affect the performance of a wireless ANC system. 

These need to be understood and dealt with before implementation. This section gives 

a brief review of some factors to be considered from existing work. 

 

2.3.1 Effect of Mobility of error microphone on ANC Performance 

 

Previous work has shown that the mobility of error microphones can impact the 

performance of the ANC System [62]. A microphone was attached to an extended arm 

that rotates around a point, as shown in Fig. 2.10.  An issue of inconsistent attenuation 

was observed when the step size of the controller was large. This is due to the filter 

coefficients of the FxLMS changing fast enough to cause fast attenuation in the error 

signal. As the error signal changes periodically from low to high, without control, the 

ANC system follows the same trend. This is because the adaptation is fast enough. If 

the step size is smaller, the DSP will not be fast enough to update the coefficients, 

which results in a constant but less impressive attenuation level. Even if the error 

microphone is placed far away, the attenuation is still present, and inconsistent 

attenuation is also noted [62]. A different author had a similar experience with the 

mobility of an error microphone. It is observed that the attenuation was considered 

acceptable by tweaking the step size of the adaptive controller through each 

experiment but is still considered ineffective for higher rotational velocities [60]. 

Another study shared that the mobility of the error microphone can also impact the 

performance of a multi-channel ANC system [61]. 
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Fig. 2.11: Rotating Error Microphone [60]. 

 

Fig. 2.12: Error Signal with Step-size of 1 at 1.03 m/s [62]. 

 

Fig. 2.13: Error Signal with Step-size of 0.1 at 1.03 m/s [62]. 

 

2.3.2 Effect of Wireless Reference Signal on ANC Performance 
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Shen et al. [63] have implemented an ANC system that uses a Feed-forward wireless 

signal concept. This was done to obtain the reference signal to achieve better results 

using wireless transmission. It was also observed that inverse-channel estimation 

produced through the DSP algorithm had fewer problems when the lookahead signal 

was present. This is because the noise source positions are estimated in the enclosed 

space, and this makes the acoustic channel stable and, thus, achieves better attenuation 

[63]. The effect of mobility of reference signals was not studied, but it was mentioned 

that the performance is at its peak for stationary applications.  
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2.3.3 Single and Multi-channel ANC performance 

 

Few published works have mentioned that wireless multi-channel ANC Systems were 

studied. A paper studied the feasibility of deployment of Wireless Sensor Networks 

for ANC inside a vehicle cabin [64]. A different paper studied multi-channel wireless 

ANC for infant incubators and has provided simulation results [65-67]. The target 

control volume here is the infant incubator enclosure. The paper concluded that using 

dual channel ANC, external and internal noises can be significantly reduced with the 

help of integrating wireless communications.  

 

2.3.4 Effect of transceivers on wireless ANC performance 

 

In all wireless transceivers, some delays exist. These can impact an ANC system if 

the disturbance has changing characteristics. However, if the delay is insignificant and 

the noise is assumed stationary or slowly changing, the ANC system will perform well 

in cancelling tonal noise. 

In signal processing, digital transceivers require analog-to-digital (ADC) and Digital 

to analog (DAC) converters. They require filters to make the received signal as 

identical as possible to the original signal. Applying these processes causes a delay to 

the transmission, which can cause additional delay to the secondary path in the 

wireless ANC system. These should be minimized. 

 

In a multi-channel wireless ANC, the use of an array of transceivers is needed. In case 

there are many transceivers used in a room, there might be chances of interference 

between these transceivers. There also could be external interference, such as 

interference between the transceivers and a wireless router placed in a room. A way 
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to avoid interference is to select a transceiver with wider operating bandwidth or 

narrow center frequency that can reduce the interference and employ more 

transmission channels.  

 

 

2.4 Configurations of the Wireless ANC System 

 

The ANC system can be setup with different configurations depending on the number 

of error channels, control channels and reference channels. In this research, a fully 

wireless dual-error ANC will be the main objective. Initially, a single-channel 

partially wireless ANC system, as shown in Fig. 2.14 is developed and finally 

extended to a fully wireless dual-channel system. 

 

 

Fig. 2.14. Configuration #1 Single-Channel Partially Wireless ANC System. 

 

This configuration basically represents a simple ANC system that consists of a signal 

Actual Reference Signal 
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generator connected to a loudspeaker that represents the primary noise. This reference 

signal from the generator is also connected to one input channel of the Digital Signal 

Processor (DSP) Board. The error microphone captures the acoustic noise and is 

transmitted through wireless means to another input channel of the DSP. This is to 

generate the coefficients of the adaptive control filter for the anti-noise signal. This 

signal is then sent to the secondary control loudspeaker. 

 

 

Fig. 2.15. Configuration #2 Single-Channel Fully Wireless ANC System. 

 

The second possible configuration is similar to configuration #1 except that the signal 

generator, error signal and signal amplifier connections are upgraded to wireless 

connections, as shown in Fig. 2.15.  
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Fig. 2.16. Configuration #3 Dual-error channel partially wireless ANC System. 

 

The third configuration represents a dual-error channel with a single-control, wireless 

ANC system. The setup allows the control loudspeaker to attenuate the noise at the 

two error microphones simultaneously. This configuration was used for in-ear 

experiments. The reason is to minimize the cost by reducing the loudspeakers used 

for ANC. Also, it can be used due to the closely spaced in-ear microphones. 
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Fig. 2.17. Configuration #4 Dual-Channel Fully Wireless ANC System. 

 

The last configuration, as shown in Fig. 2.17 represents a dual-channel wireless ANC 

system for a single listener. The configuration allows the DSP to treat the noise signals 

coming from two different microphones, such as two ears independently, as well each 

signal has its control actuator (e.g., two microphones, two anti-noise speakers).  
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In this thesis, the investigation of several configurations was carried out for a single 

listener. Table 2.1 and Table 2.2 provide a way to designate the setups used in the ANC 

structure investigated. For example, a fully wired single-channel system has a setup ID 

of 1.1.1. 

 

Table 2.1: Single Channel Setups and their IDs 

 Error Channels Control 

Channels 

Reference 

Channels 

Setup ID 

Type of 

Connection and 

Number of 

Channels 

Wired, 1 Wired, 1 Wired, 1 1.1.1 

Wireless, 1 Wired, 1 Wired, 1 W.1.1 

Wired, 1 Wireless, 1 Wired, 1 1.W.1 

Wireless, 1 Wireless, 1 Wired, 1 W.W.1 

 

 

Table 2.2: Dual Channel Setups and their IDs 

 Error Channels Control 

Channels 

Reference 

Channels 

Setup ID 

Type of 

Connection and 

Number of 

Channels 

Wired, 2 Wired, 2 Wired, 1 2.2.1 

Wireless, 2 Wired, 2 Wired, 1 2W.2.1 

Wired, 2 Wireless, 2 Wired, 1 2.2W.1 

Wireless, 2 Wireless, 2 Wired, 1 2W.2W.1 
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2.5 Identification of ANC performance variables 

 

The performance of an ANC system relies on many variables. These are identified as 

dependent and independent variables, as depicted in Fig. 2.18. 

 

 

Fig. 2.18. The hierarchical relationship between the identified variables. 

 

The main dependent variable is the error signal, which ultimately aims to reduce the 

acoustic pressure at the microphone location.  The secondary path impulse response, 

which captures the room acoustic conditions, needs to include the wireless 

transceivers since these can introduce a slight delay and amplitude changes. 
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2.6 Chapter Summary 

 

This chapter gave brief literature and background review of ANC, including realizable 

wireless ANC systems. It is found that ANC is well established to control low-

frequency noise effectively based on sound theoretical development. In a bid to make 

ANC more practical, wireless systems are being developed. Limited published work 

indicates that a partially wireless system, such as a wireless error microphone, can 

perform similarly to a wired system. An attempt at a fully wireless ANC was also 

undertaken with encouraging results. It was also shown in previous work that if the 

error microphone is moving, it is possible to still get noise reduction with proper 

selection of the convergence factor 𝝁. These previous works motivated the content of 

the research proposed in this thesis. Some possible wireless ANC performance factors 

and their effects have been summarized in Table 2.3. 
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Table 2.3: Identified parameters and their potential effects on ANC performance 

Parameters Residual error /  

Steady-state attenuation 

Response 

Time 

Microphones Frequency Response 
  

Loudspeaker Frequency Response   

Transceivers Frequency Response ✓ ✓ 

Secondary acoustical path 

(stationary/dynamic) 

  

Room Enclosure Conditions 
  

Number of Control Channels ✓ ✓ 

Number of Error Channels ✓ ✓ 

Number of Reference Channels 
  

Characteristic Delay of Transceivers ✓ ✓ 

Type of Control Algorithm ✓ ✓ 

Mobility of error microphone ✓ ✓ 

 

 

Several parameters can affect the performance of a wireless ANC system. Some are 

shown in Table 2.3 with a potential effect on the performance. 
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The main problem statement can be summarized as follows: How the Wireless ANC 

Performance can be implemented? And what parameters can cause a significant 

change in the performance? From the problem statement, the research questions can 

be divided into further questions, which can be listed as follows: 

 

 

1. How significant is the impact of using transceivers on ANC performance? 

2. What is the impact of dual-error ANC channels (using single reference, single 

control channels) on wireless ANC performance? 

3. What is the impact of online system identification on the wireless ANC 

performance in mobile applications? 

4. What is the impact of secondary loudspeaker placement on the wireless ANC 

Performance in terms of responsiveness and tonal noise reduction in mobile 

applications? 

5. How significant is the impact of speech interference on the wireless ANC 

Performance in terms of responsiveness and tonal noise reduction in mobile 

applications? 

 

In this thesis, numerical and experimental work will be presented to provide some 

understanding and try to answer these questions.  
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Chapter 3: Numerical Analysis of Wireless ANC System 

 

3.1 Impact of Transceiver’s properties on ANC System 

 

In this chapter, a model used for numerical simulation of the wireless ANC for the 

single-channel case is developed. This section studies the impact of transceiver 

characteristic properties on ANC performance. Some of the main characteristics of 

the transceiver are sample rate, bit rate and operating channel frequency. The 

simulation was carried out to study the effect of these variables. For example, the 

sample rate (S.R) used may impact the transceiver’s impulse response, potentially 

degrading the performance of the ANC system. This chapter, therefore, discusses how 

significant the impact can be expected by changing some parameters in the 

simulations.  

 

From the simulation carried out, the results indicate that: 

1- Changing the sampling rate of the Arduino board can significantly impact the 

ANC performance. Decreasing the sampling rate can cause a delay in the control 

response. 

2- Changing the bitrate of the NRF transceiver does not have a significant impact on 

the ANC performance. 

3- Changing the operating frequency channel of the NRF transceiver is expected to 

have no or minimal effect on ANC performance due to similarities in impulse 

responses. 
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3.1.1 Implementation of Wireless ANC System in Simulink 

 

A typical single-channel Fx-LMS control system was implemented in Matlab 

Simulink, as depicted in Fig. 3.1.  

 

 

Fig. 3.1.Schematic of partially wireless single-channel Feedforward ANC Using an Fx-

LMS algorithm 

 

In Fig. 3.1, an analog sine wave is passed to the secondary path estimate representing 

the reference signal. Next, the filtered signal is passed to the adaptive filter block, 

which consists of the LMS algorithm and the Adaptive FIR filter. That reference is 

then passed to an FIR filter that represents the transceiver's response. The signal is 

then sent to the microphone using the actual secondary path FIR filter model. Finally, 

the error is passed to an identical transceiver FIR filter to be sent to the DSP input. A 

recording of the primary noise represents the actual primary path noise recorded from 

the experiment. 
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3.1.2 Acquired FIR coefficients from experiment vs MATLAB's Computed 

Coefficients from measured signals. 

 

In an ANC practical implementation, system identification is needed to get the FIR 

coefficients of the system's secondary path model. Using the System Identification 

Toolbox in MATLAB, the Impulse response of the secondary path was obtained as a 

plot and compared with the acquired FIR coefficients from actual experimental 

measurement.  

 

 

Fig. 3.2. Actual FIR Coefficients compared with Computed FIR Coefficients. 

    

Fig. 3.2 shows the experimental impulse response (and hence FIR coefficients) versus 

the ones obtained from the simulation. The initial part of the response shows that the 

system had an overall total electroacoustic delay of about 21 samples when a sampling 

frequency of 1750 Hz was used to acquire and output all signals. The order of the 

magnitude of the delay is about 10 ms. The impulse response can now be used to study 

the performance of ANC system including wireless transceivers for different 

parameters.  
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3.1.3 Impact of audio sampling rate on ANC performance 

 

The Arduino microcontroller board has an adjustable sampling rate for audio 

processing. Changing the sample rates causes a significant change in the ANC 

performance. The frequency and phase responses of a transceiver pair were computed 

using Simulink's built-in function "transfer function estimator". The function requires 

an input and an output to perform average-based frequency and phase response 

calculations. The frequency and phase responses were calculated for 15 seconds. In 

Fig. 3.3, noises can be spotted at the 8kHz signal. These are artefacts from the loss in 

transmission at some sampling frequency. The 35kHz has slightly less noise.  

 

 

Fig. 3.3. Average Frequency and Phase Response of transceivers at different sample 

rates. 

 

The impulse responses for each sampling rate used above were computed using the 

LMS method in Simulink for 15 seconds duration with order 128 coefficients and 

1750Hz modelling sample rate. These are shown in Fig. 3.4. The four sample rates 
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used are 35 kHz, 24 kHz, 16 kHz, and 8 kHz. These sample rates have an overall delay 

of around 7, 10, 15, and 29 samples. That corresponds to about 4, 6, 8, and 16 ms, 

respectively. 

 

 

Fig. 3.4. Impulse Response of transceivers obtained at different sampling rates. 

 

It can be observed that the delay in the system increases when the sampling time of 

the Arduino microcontroller decreases. It is also noted that decreasing the sample rates 

reduces the magnitude of the impulse responses. This indicates that the transceiver’s 

frequency response magnitude is decreased when this occurs and is also apparent in 

Fig. 3.3. 

 

Using the FIR coefficients obtained in Fig. 3.4, a single-channel wireless ANC 

simulation was carried out for the four sample rates. After carefully optimizing the 

step sizes for each sample rate, the results are plotted as shown in Fig. 3.5. The error 

signal is plotted on the left side, and the control signal is plotted on the right side of 

the figure.  
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Fig. 3.5. Time-domain signals using the computed FIR weights of Fig. 3.4. 

 

The time-domain signals are slightly affected by the change in the sample rates, where 

the control response is slightly delayed by about 50 ms using the 8 kHz sample rate. 

It is also seen that the convergence rate is slightly affected, and the error signal settled 

down to a minimum. FFT analysis was performed after a steady state was reached. 

The result is plotted in Fig. 3.6.  

 

 

Fig. 3.6. FFT Analysis of the ANC Simulation obtained at the final sample. 

 

All sample rates perform good noise reduction of the single frequency noise. 
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However, the 8kHz sample rate leads to a slightly reduced noise reduction compared 

to the remaining sample rates. This is seen in Fig. 3.5 in the error signal. It seems that 

there is an additional delay in the control signal that causes a slight deterioration in 

noise control performance. 

 

3.1.4 Impact of transceiver’s bitrate on ANC Performance 

 

The bitrate, in this case, is the ability of a transceiver transmitting data signals in bits 

(ones and zeros) in a unit of time. Changing the bitrate for the transceiver may cause 

a change in the ANC performance. The frequency and phase responses were computed 

similarly to those in section 3.1.3. In Fig. 3.7 and Fig. 3.8, it appears that as the bitrate 

decreases, the amplitude of the response remains similar. Some high amplitude noises 

can be noted in Fig. 3.8. These are artefacts from the loss in transmission at some 

bitrate and sampling frequency. 
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Fig. 3.7. Magnitude and phase response of transceivers obtained at different bit rates at 

35 kHz S.R. 

 

 

 

Fig. 3.8. Magnitude and phase response of transceivers obtained at different bit rates at 

16 kHz S.R. 
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The impulse responses for each bitrate used were computed using the same method as 

in section 3.1.3. The impulse responses were computed at two different audio 

sampling rates, which are 35kHz and 16kHz. 

 

Fig. 3.9 shows the impulse responses for the three bitrates of 2Mbps, 1Mbps, and 

250Kbps used. The signals with a high sample rate (35kHz) have the same sample 

delay of about 7 samples. The signals with lower sample rate (16kHz) have around 

15 sample delay except for the signal with 1Mbps bitrate, which has 8 sample delay. 

It appears that the effect of the transceiver’s bitrate is not significant in terms of delay 

compared to the audio sampling frequency. This is also true for the magnitude.  

 

 

Fig. 3.9. Impulse Response of transceivers obtained at different bit rates. 

 

Using the FIR coefficients obtained from the impulse response shown in Fig. 3.9, a 

single-channel wireless ANC simulation was performed for different bitrates. The 

results are shown in Fig. 3.10 for the 35 kHz sample rate and Fig. 3.11 for the 16 kHz 

sample rate.  
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Fig. 3.10. Time-domain signals using the computed FIR weights @ 35kHz sampling 

rate. 

 

 

 

Fig. 3.11. Time-domain signals using the computed FIR weights @ 16kHz sampling 

rate. 
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It is noticed that the time-domain signals are not affected significantly by the change 

in the bitrates. The results show similar convergence. The delays are very similar, and 

hence the noise control results are similar too. 

   

FFT analysis was done for different bitrates at two sampling frequencies. The results 

are plotted in Fig. 3.12.  

 

 

Fig. 3.12. FFT Analysis of the ANC Simulation obtained at the final sample. 

 

The performance of each case is similar as far as noise reduction of the single-

frequency noise is concerned. The average noise reduction is between 25 dB and 28 

dB. 
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3.1.5 Impact of Channel Frequency on ANC Performance 

 

The transceivers were tested using four different frequency channels (10, 20, 30 and 

40Mhz). The frequency and phase responses are plotted in Fig. 3.13. For these cases, 

the magnitude response is similar for each case. These show slight dependence at 

frequencies about 500 Hz mainly. The lower frequency channel exhibits slightly more 

delay above 500 Hz. Some high magnitude noises are visible, as previously. These are 

artefacts from the loss in transmission at some sampling and channel frequency. 

 

 

Fig. 3.13. Average Frequency and Phase Response of transceivers obtained at different 

channel frequencies.
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Fig. 3.14. Impulse Response of transceivers obtained at different channel frequencies. 

 

The impulse responses were also computed for different channel frequencies. These 

did not show significant changes. Therefore, the ANC performance for these cases is 

expected to be similar without significant differences.  
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3.2 Effect of noise in the reference signal on wireless ANC performance 

 

Integrating wireless transceivers with the reference signal used for the ANC may 

introduce noise to the generated signal. The coherence level between the reference 

and error signals may slightly drop based on the signal-to-noise ratio (SNR) of the 

noisy signal captured through wireless transmission. For that case, a separate 

simulation was performed to see the effect of a noisy reference signal on the ANC 

performance. Fig. 3.15 shows the reference signal with different SNRs due to added 

Gaussian white noise (AWGN). A 60 dB, 20 dB, 10 dB and 7.5 dB SNRs were 

selected for this case. 60 dB SNR refers to a clean or less noisy signal, and the 7.5 dB 

SNR is the noisiest signal among them. 

 

 

Fig. 3.15. Reference signal with AWGN giving different SNRs. 
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Fig. 3.16 shows time-domain simulation results for each SNR accounting for the white 

noise. With a clean reference signal, the ANC control performance is not affected 

much. The last two (error and control) time-domain signals show that the ANC 

performance is degraded for lower SNRs. That is, due to the added noise in the 

reference signal, which reduces the coherence level between the reference and error 

signals. Adjusting the SNR of the reference signal to less than 7.5 dB causes a 

divergence in the control, due to the low coherence level and an increase in the 

reference signal power due to the added white noise. 

 

 

Fig. 3.16. Simulation Results at different SNRs. 
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Fig. 3.17. ANC Performance simulations with varying noisy reference signals 

corresponding to different signal-to-noise ratios (SNR). 

 

Fig. 3.17 shows the ANC Performance using frequency spectrum analysis for both 

uncontrolled and controlled noises and for each SNR. 70 dB reduction is obtained with 

a reference signal that has 60 dB SNR. The least reduction is about 45 dB, where the 

reference signal has 7.5 dB SNR (About 25 dB less reduction). This is due to the 

coherence level between the reference and the error signal being reduced by the addition 

of white noise to the reference signal. The next chapter is the validation of the 

functionality of the NRF transceivers applied in an air duct using experiments for the 

developed wireless ANC systems. 
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Chapter 4: Validation of a Wireless ANC in an Air Duct 

 

In this chapter, experiments have been carried out for different ANC setups. All 

experiments were run safely inside a laboratory environment. In order to verify the 

proper working of the wireless transceivers, a single-channel partially wireless ANC 

system for the control of tonal noise in a duct was used. The system was implemented 

with the reference signal connected to the DSP via a cable instead of a wireless 

connection. A schematic of the partially wireless setup ‘W.W.1’ for this purpose is 

shown in Fig. 4.2. for the air duct test rig depicted in Fig. 4.1. Two loudspeakers are 

used as the primary noise and secondary noise sources. A Sony ECM-TL3 in-ear 

microphone, as shown in Fig. 4.5, is placed at the exit end of the air duct connected 

to a transmitter. A receiver outputs the error signal to the DSP, as shown in Fig. 4.3. 

A Tektronix function generator is used to drive a primary loudspeaker system with a 

low-frequency tonal noise inside the duct. The frequency generated was 124 Hz and 

corresponded to an acoustic resonance of the air duct. A Dewesoft Sirius multi-

channel DAQ system captured the noise levels in real-time from the in-ear 

microphone and signals generated by the DSP, as shown in Fig. 4.4. These are used 

for postprocessing and aiding with the analysis of the ANC performance. The results 

of using the wireless transceivers are given in section 4.1. The selection and setup of 

the ANC system components are located in Appendix B.  
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Fig. 4.1. Air duct ANC experiment testing showing all components. 

 

 

Fig. 4.2. Partially wireless setup W.W.1 single channel ANC (wired reference signal) 
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Fig. 4.3. Transmitter and Receiver placed on the Air-Duct Model. 

 

 

Fig. 4.4. DAQ Setup and recording in the lab using a laptop for postprocessing. 
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Fig. 4.5. In-Ear Microphone placed at the Duct Opening for validation experiment. 
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4.1 Results of Wireless ANC in Air Duct with Low-Frequency Noise Source  

 

4.1.1 Setup 1.1.1 (Fully Wired ANC Setup). 

 

The first experiment is for the wired ANC setup. The Fx-LMS algorithm with online 

system identification is employed as the control algorithm. A single-channel system 

implies a 1 error, 1 control and 1 reference ANC system designated as setup 1.1.1. 

The wired system was optimized using trial and error by adjusting the convergence 

coefficient . For example, the 𝝁 is adjusted first until the system divergences and 

then reduced for fast convergence. This 𝝁 is taken as the optimum value. Fig. 4.6 

shows good convergence using coefficient =0.005. If the latter is increased to 0.02, 

the system stability is compromised. Increasing 𝝁 to larger than 0.02 will cause the 

system to diverge. 

 

 

Fig. 4.6. Convergence plot for setup 1.1.1 (Air Duct Experiment) for uncontrolled and 

controlled cases for different 𝝁.  

 

It is clear that the controller convergence coefficient 𝝁 needs to be appropriately 
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selected for smooth and fast convergence. 

 

 

Fig. 4.7. FFT Analysis for Setup 1.1.1 (Air Duct Experiment) showing the importance 

of selecting appropriate 𝝁. 

 

As shown in Fig. 4.6, a step size of 0.005 has a fast and stable response for the fully 

wired setup. Also, it has good attenuation performance judging from the FFT analysis 

shown in Fig. 4.7 

 

4.1.2 Setup W.1.1 (Wireless Error Signal ANC Setup, wired reference 

signal). 

 

In the second configuration tested, the error signal picked by the microphone 

transmitted by wireless connection is designated as setup W.1.1. The ANC’s step size 

was adjusted optimally, starting from a divergent step size. Fig. 4.8 shows the 

performance for various 𝝁. Good convergence is obtained by using a step size  = 

0.05 in this case. Having a higher step size than the optimal step size can introduce 

instability, on the other hand, whereas having a smaller step size will lead to a slower 
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response for a slightly smaller error. 

 

 

Fig. 4.8. Convergence plot for setup W.1.1 (Air Duct Experiment) for various 𝝁 

 

 

Fig. 4.9. FFT Analysis for Setup W.1.1 (Air Duct Experiment) for various values of 𝝁 
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As shown in Fig. 4.8, a step size of 0.05 has a fast response and is stable for the 

wireless error signal setup. It also has good attenuation performance judging from the 

FFT analysis shown in Fig. 4.9. 

 

4.1.3 Setup 1.W.1 (Wireless Control Signal ANC Setup, using wired error 

and wired reference). 

  

The third configuration tested is similar to section 4.1.2, except that the control signal 

is only changed to wireless connection and designated as setup 1.W.1.  

Fig. 4.10 shows the system's performance for various 𝝁. It shows that good 

convergence is obtained by using an optimal step size  = 0.1 in this case. The 

different 𝝁 is due to the loss in gain in the wireless connection. 

 

 

Fig. 4.10. Convergence plot for setup 1.W.1 (Air Duct Experiment) for various values 

of 𝝁 
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Fig. 4.11. FFT Analysis for Setup 1.W.1 (Air Duct Experiment) for various values of 

𝝁 showing importance of proper 𝝁. 

 

Fig. 4.10 shows that a step size of 0.1 has a fast and stable response for the wireless 

control signal setup. It also has a good attenuation performance judging from the FFT 

analysis shown in Fig. 4.11. Additional experiments show that the system diverges if 

the step size is larger than 0.2. 

 

4.1.4 Setup W.W.1 (Partially Wireless ANC Setup, wired control channel). 

  

The fourth configuration tested was the partially wireless ANC system of setup 

W.W.1. It is optimized for the best convergence rate, similar to previous cases. The 

convergence coefficient =0.2 gives the best performance for this case, as depicted in  

Fig. 4.12. It is noted that the value of  does not necessarily need to be the same for 

the different systems due to the difference in voltage levels for each setup, especially 

when the wireless connection is added. 
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Fig. 4.12. Convergence plot for setup W.W.1 (Air Duct Experiment) for various values 

of 𝝁 

 

 

Fig. 4.13. FFT Analysis for Setup W.W.1 (Air Duct Experiment) for various values of 

𝝁 
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Fig. 4.12 shows that a step size of 0.2 has a fast response compared to step sizes of 

0.5 and 0.4 and is considered stable for partially wireless configuration Setup W.W.1. 

It also has good performance judging by the FFT Analysis applied in Fig. 4.13. 

 

4.1.5 Summary of results for each setup and value of optimal step-sizes 

 

Table 4.1 shows the convergence time for each step size of the four setups.  

 

Table 4.1. Convergence Time for each controller step-size μ (in seconds).  

Setup ID 1.1.1 W.1.1 1.W.1 W.W.1 

Controller 

Coefficients 

𝜇 

0.6 Diverging Diverging Diverging Unstable 

0.5 Diverging Diverging Diverging 2.5955 

0.4 Diverging Diverging Diverging 0.502 

0.2 Diverging Diverging  (Unstable) 0.3178 

0.1 Diverging 1.2309 0.3540 1.0273 

0.05 Diverging 0.1497 0. 3855 0.9639 

0.025 Un-used 0.4076 0.6244 3.3894 

0.02 2.718 Un-used Un-used Un-used 

0.01 1.219 1.0265 4.2415 8.1066 

0.005 0.406 1.7512 4.0968 20.617 

0.001 Un-used Un-used Did not 

Record 

Did not 

Converge 
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Setup ID 1.1.1 W.1.1 1.W.1 W.W.1 

Controller 

Coefficients 

𝜇 

0.0005 1.905 17.248 Did not 

Converge 

Un-used 

0.0001 29.511 Did not 

Converge 

Un-used Un-used 

0.00005 55.191 Un-used Un-used Un-used 

 

 

The error signal is assumed to have converged if the reduced signal level is greater or 

equal to 95% reduced of the original signal. This table allows the convergence factor 

to be selected for the fastest response under stable operating conditions. It also shows 

that the optimum value of 𝝁 depends on the setup used and is not common to all. 

 

 

Table 4.2. Noise reduction and response time for optimal step-sizes 

Setup ID 1.1.1 W.1.1 1.W.1 W.W.1 

Approximated tonal noise reduction (dB) 48.19 49.83 51.71 42.58 

Approximated total acoustic noise reduction (dB) 12.87 14.26 11.18 11.80 

Optimal Response time (ms) 406 150 354 318 

 

 

The noise reduction performance for each setup is shown in Table 4.2. It is noted that 

the tonal noise reduction is larger than 42 dB for all cases and is significant and 

comparable to the wired case. The wireless configurations performed similarly very 

well. When both error and control signals were wireless, the attenuation was around 
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42 dB. The total acoustic noise reduction is the overall broadband noise reduction 

after control of the tone. The reduction is less than the tonal noise reduction because 

there are other significant frequencies over a wide band that is not attenuated, for 

example, due to online system identification running in the background. This is 

possible due to a slightly reduced signal-to-noise ratio of the wireless signals, which 

slightly decreases the coherence between the error signals and the reference signal. As 

a result, the noise reduction is slightly reduced. 
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4.1.6 Comparison between Fully Wired and Partially Wireless setup. 

 

A comparison between the fully wired and partially wireless setups based on the best 

convergence rate for both setups was carried out. The comparison of the wired and 

wireless control results is illustrated in Fig. 4.14. The wireless ANC system 

performance is comparable to the wired system, and the slight difference is explained 

already. The result validates that the wireless system works well compared to the wired 

setup and can be used in other experiments. In particular, in the investigation of the in-

ear wireless ANC system. 

 

 

Fig. 4.14. Convergence plots comparing both setups (Air Duct Experiment) wired and 

partially wireless. This shows the two systems have comparable performance. 
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Fig. 4.15. Magnified FFT Analysis comparing both setups (Air Duct Experiment) 

 

The result achieved for the partially wireless setup (W.W.1) is considered good 

compared to the fully wired setup, as shown in Fig. 4.15. The two systems have similar 

convergence behaviour. Note that the wireless setup does not have much impact on 

ANC performance. The wireless system exhibits slightly more noise than the wired 

system due to the transmission noise leading to reduced coherence and reduced 

performance due to the larger delay in the electroacoustic system. However, the noise 

reduction for the wireless system is still significant at around 42 dB compared to about 

48 dB with the wired setup. In Chapter 5, the results of wireless ANC for the in-ear 

microphone in single and dual-channel configurations are presented for stationary and 

mobile cases. 
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Chapter 5: In-ear microphone experiments 

 

The main purpose of this chapter is to demonstrate the feasibility and performance of 

the partially wireless ANC system applied to an in-ear microphone for use in an 

industrial environment. A single-error channel and a dual-error channel system for 

various setups are studied for stationary and mobile cases. Furthermore, the 

performance when stationary but with head rotation and when walking at a normal 

pace with the in-ear microphones are discussed in the mobile cases.  For such cases, 

the experiments can be categorized as follows: 

 

- Stationary in-ear ANC experiments. This corresponds to a scenario in which 

someone is sitting in an enclosed space such as an office and wearing the in-ear 

microphone. 

- In-ear ANC with steady pace head rotation experiments. An example of this 

scenario is an individual that is stationary but is constantly changing head 

directions at a consistent pace. 

- In-ear ANC with spatial mobility experiments. An example is if an individual such 

as a machine operator walks in an enclosed space such as a workshop with a 

microphone fitted. 

- In-ear ANC speech experiments. The speech experiments are performed for all the 

previous cases mentioned above.  

 

Experiments were carried out for each case discussed. The time-domain signals were 

recorded, and the corresponding Fast-Fourier Transform (FFT) analysis results show 

that the ANC system proposed can attenuate tonal noise well in most cases with proper 
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tuning of the system. Hence, these results show the practical ability of wireless in-ear 

microphones. Section 5.8 summarizes and discusses the in-ear ANC results. These 

results are tabulated in Appendix D. 

 

 

5.1 Design of experiments for wireless in-ear ANC System 

 

5.1.1 Stationary experiments 

 

The first experiment is about using wireless ANC with loudspeakers separated apart, 

using a single microphone worn by a stationary user. This is depicted in Fig. 5.1. 

 

 

Fig. 5.1. Local noise control - Single Channel In-ear ANC 
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A similar experiment was carried out by adding an additional microphone to the other 

ear, which implies a wireless dual-channel ANC with a single control loudspeaker. 

This is shown in Fig. 5.2 

 

 

Fig. 5.2. Dual-channel In-ear ANC with loudspeakers separated apart. 
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For the study of secondary loudspeaker placement location, and to try and achieve 

global noise reduction, the control loudspeaker was placed nearby the primary noise. 

This case is depicted in Fig. 5.3. The performance was investigated for several cases. 

 

 

Fig. 5.3. Closely spaced loudspeakers - In-ear Dual Channel ANC 
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5.1.2 Steady pace head rotation experiment 

 

The case where a user is wearing the in-ear microphone and is rotating the head at a 

steady pace was investigated for different cases. Fig. 5.4 shows a schematic of the 

experiment for this purpose. 

 

 

Fig. 5.4.  Sketch of head rotation in-ear ANC Experiment 
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5.1.3 Walking experiment 

 

The case where a user is walking in an enclosed space is also investigated for different 

cases. Fig. 5.5 shows the schematic illustrating this experimental setup. 

 

 

Fig. 5.5.  Sketch of spatial mobility of in-ear ANC Experiment 
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5.2 Stationary in-ear ANC experiments 

 

5.2.1 Local Noise Control 

 

In the first experiment, an in-ear microphone is placed on a stationary chair with an 

elevation of 72 cm from the ground, representing a person sitting on a chair. The 

primary and secondary loudspeakers were placed 1.5m away from the chair, with each 

loudspeaker directed 90 degrees apart from the chair, as shown in the single-channel 

setup in Fig. 5.6 and the dual-channel setup shown in Fig. 5.7. 

 

 

Fig. 5.6. Single channel in-ear microphone experiment setup for stationary case. 

 

The dual-error channel setups 2W.1.1 and 2W.W.1 have the same setup with two 

wireless in-ear microphones and a wired reference signal in the former, while the latter 

uses wireless control signal. 
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Fig. 5.7. In-ear microphone experiment setup with two error microphones and one 

secondary loudspeaker. 

 

In the experiments, the control system is run for about one minute after system 

identification using an input pseudo-random binary sequence (prbs) that is carried out 

for 15 seconds. After system identification, the ANC system starts to control the 

external noise for one minute duration for data collection purposes. Optimizing of the 

convergence coefficients has been conducted by trial and error in the experiments. For 

example, a 𝝁 that leads to instability is first found and then reduced by half to reach 

an allowable optimal value. This is done for each experiment of the ANC setups. 

The time-domain signals for the microphone signal are shown in green, and the time-

domain signals for the control signal are shown in light blue, mostly for the single-

channel experiments. For the stationary case, the noise control results are provided in 

the form of time-domain signals without and with the online system identification 

experiments. The results are discussed in the following sub-sections. 
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5.2.1.1 Setup W.1.1 (wireless error microphone) using offline system 

identification 

 

For setup W.1.1, where the error microphone signal is transmitted wirelessly, offline 

secondary path system identification was first carried out for 15 seconds. The time-

domain signal before and during the control session is included in Fig. 5.8 for 𝝁 = 

0.05. The tonal attenuation was measured as 42 dB, that was obtained from FFT 

analysis after steady state was reached. The overall attenuation of around 23 dB, 

which was the RMS value of the attenuated signal. 

 

 

Fig. 5.8. Offline Stationary Experimental ANC, for 𝝁 = 0.05. The green plot shows the 

error signal and the blue plot the control signal. 

 

5.2.1.2 Setup W.1.1 (wireless error microphone) using online system 

identification 

 

The effect of having online system identification on noise reduction performance is 

also studied and discussed for each type of experiment. Here, online system 

identification refers to the case when background system identification is run 
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continuously in the background after 15 seconds. This is necessary in cases where the 

secondary path changes significantly during control. To do this, the prbs signal level 

is reduced to a low level. However, the convergence factor for system identification 

must be increased proportionally. Fig. 5.9 shows that there is no significant difference 

when compared to the offline system identification experiment. The reason for the 

slightly less attenuation is because of the background noise emitted by the control 

loudspeaker and required for the online background system identification.  The tonal 

attenuation for this case is 37 dB, and the overall attenuation is around 22 dB. Since 

both experiments were for a stationary error microphone, the difference between 

online and offline system identification results are similar. That is, there is no 

necessity for an online system ID since the secondary path does not change in real 

time. 

 

 

Fig. 5.9. Online Stationary Experimental ANC, for 𝝁 = 0.05. 
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5.2.1.3 Setup W.W.1 (wireless error, wireless control) using offline system 

identification 

 

Since this is also a stationary experiment, only offline system identification was used 

for setup W.W.1. The time-domain signal for the error microphone is shown in Fig. 

5.10. The control signal was not captured in the experiment. The tonal attenuation was 

obtained as 38 dB, and the overall attenuation of around 18 dB was calculated. 

 

 

Fig. 5.10. Offline Stationary Experimental ANC, 𝜇 = 0.1. This plot shows the error 

microphone signal before and during control. 

 

5.2.1.4 Setup 2W.1.1 (2 wireless errors, wired control and reference) using 

online system identification for the stationary case. 

 

The effect of having online system identification on the noise reduction performance 

is only studied for the two partially wireless setups, 2W.1.1 and 2W.W.1. The results 

are depicted in Fig. 5.11 and Fig. 5.12. When the online system identification is used, 

the plot for the left ear channel has more attenuation compared to the right ear channel. 

This is probably due to the left ear microphone being closer to the primary noise 

during the experiment was running. It can be deduced that the algorithm favours the 

control of the channel, which has higher tonal noise. It was noticed that the control 
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did not fully settle to a steady state for both channels because the algorithm is 

continuously biased to simultaneously control the two error channels using one 

control channel. Moreover, the difference in secondary path impulse response 

between the left and right ears will cause the error signals to be controlled at different 

rates and levels. 

 

 

Fig. 5.11. Online Stationary Experimental ANC, 𝜇 = 0.02 with 2 wireless error 

microphones 
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Fig. 5.12. FFT Analysis of Online Stationary Experimental ANC, 𝜇 = 0.02 for left and 

right signals. 

 

Fig. 5.12 shows the average FFT analysis after 5 seconds of convergence. It is clear 

that the attenuation in the left ear channel is higher than in the right ear for the control 

of a 124 Hz tonal noise. For both ears, the average tonal attenuation is 8 dB, and the 

average total attenuation is around 10 dB. The individual tonal noise reductions are 

13 dB for the left ear and 3 dB for the right ear. Despite the differences in each ear, it 

is clear that ANC using two wireless error microphones can be achieved. 

 

 

5.2.1.5 Setup 2W.W.1 (two wireless error and one wireless control) using 

online system identification 

 

When the system is configured as setup 2W.W.1, the results are similar to the partially 

wireless experiment setup 2W.1.1, as shown in Fig. 5.13. This is as expected for the 

same reason that was explained previously. It is noted that the left error channel is 

attenuated better than the right error channel. For both ears, the average tonal 
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attenuation is 9 dB, and the average total attenuation is around 10 dB. The individual 

tonal noise reductions are 12 dB for the left ear and 5 dB for the right ear. The FFT 

analysis is shown in Fig. 5.14. 

 

 

Fig. 5.13. Offline Stationary Experimental ANC, 𝜇 = 0.04 for two wireless error and 

one wireless control signal.  
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Fig. 5.14. FFT Analysis of Offline Stationary Experimental ANC, 𝜇 = 0.04 

 

The results discussed so far are for the loudspeakers separated from each other. It can 

be deduced that local control was possible at both ears for the wireless configurations. 

However, the noise control results differ for each ear when using two wireless error 

microphones and one control loudspeaker. The two channels compete against each 

other to achieve the best noise reduction. In the next section, the two loudspeakers are 

placed adjacent to each other, and the performance of the ANC configuration is 

evaluated.  
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5.2.2 Active Noise Control using closely spaced loudspeakers  

 

The following sections outline experiments carried out when the primary and 

secondary loudspeakers are adjacent, as shown in Fig. 5.15. In the starting case, the 

in-ear error microphone is placed on the chair at the same position as before. The 

loudspeakers are placed 1.5 m away from the chair, as shown in the figure. Similarly, 

the dual-channel setups 2W.1.1 and 2W.W.1 have the same setup discussed 

previously with a second in-ear microphone. 

 

 

Fig. 5.15. In-ear microphone experiment setup with adjacent placement of 

loudspeakers.  

 

The experiment is to show the effect of loudspeaker placement on the performance of 

the ANC system. 
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5.2.2.1 Setup 2W.1.1 (two wireless errors, wired control, wired reference) 

using online system identification 

 

The noise reduction when the primary and secondary loudspeakers were placed close 

together was investigated for setups 2W.1.1 and 2W.W.1. Online system 

identification was used to see its effects on the noise reduction for both in-ear 

microphones compared to the case of loudspeakers separated apart, discussed in 

sections 5.2.1.4 and 5.2.1.5. For both ears, the average tonal attenuation is 22 dB, and 

the average total attenuation is around 18 dB. The left ear tonal noise reduction is 26 

dB, and that in the right ear is 18 dB, as shown in Fig. 5.17. 

 

 

Fig. 5.16. Online Stationary Experimental ANC, 𝜇 = 0.02 for closely spaced 

loudspeakers. 
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Fig. 5.17. FFT Analysis of Online Stationary Experimental ANC, 𝜇 = 0.02 for closely 

spaced loudspeakers. 

 

The time-domain signals and the FFT analysis shown in Fig. 5.16 and Fig. 5.17 indicate 

that the noise reduction has increased for both in-ear microphones compared to section 

5.2.1.4. This is an expected case of global noise control, where the secondary path is 

almost identical to the primary path. As a result, the attenuations are expected to be the 

same for both ears. However, the left channel is attenuated slightly more than the right 

ear. This could be due to the two electroacoustic paths having some slight differences. 
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5.2.2.2 Setup 2W.W.1 (two wireless, wireless control and wired references) 

using online system identification 

 

When both error microphones and the control signal are through wireless 

transmission, the same performance of the last case can be observed in the time-

domain signals and the FFT Analysis, as shown in Fig. 5.18 and Fig. 5.19. For both 

ears, the average tonal attenuation is 24 dB, and the average total attenuation is around 

20 dB. The left ear has 28 dB tonal attenuation, whereas the right ear has an 

attenuation of 21 dB. 

 

 

Fig. 5.18. Online Stationary Experimental ANC, 𝜇 = 0.04 for wireless error 

microphones and wireless control signal. 
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Fig. 5.19. FFT Analysis of Online Stationary Experimental ANC, 𝜇 = 0.04 for 

wireless error microphones and wireless control signal. 

 

As shown in Fig. 5.19, the tonal noise attenuations are similar for both ears. Only a 

slight difference in secondary paths between the secondary source and the error 

microphones.  
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5.3 Steady pace head rotation in-ear ANC experiments 

 

In the second part of the experiments, the in-ear microphone is worn by a user sitting 

on a chair, and the user rotates the head side to side at a uniform/steady pace. Again, 

the aim is to investigate the wireless ANC as before but with a moving microphone. 

 

5.3.1 Local noise control (separated loudspeakers) 

 

5.3.1.1 Uniform Pace Head Rotations with offline system identification Setup 

W.1.1 (Wireless error channel) 

 

During control with offline system identification, it is observed that as the head 

rotates, the controller tries to adapt and minimize the error at the microphone. There 

is a slight drop in overall performance compared to the stationary cases in section 5.2, 

but the system is still able to control the tonal noise effectively. It should be noted that 

the system identification convergence coefficient also affects the performance when 

the secondary path changes continuously. If selected carefully, fast update of the 

secondary path is possible and will lead to improved noise control results. For step-

size a controller 𝜇 = 0.1, the average tonal attenuation is 36 dB, and the average total 

attenuation is around 22 dB. The results are shown in Fig. 5.20. As the head rotates, 

it is seen that the control signal changes fast to keep the error microphone signal 

minimized. 
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Fig. 5.20: Constant Head Rotations using offline system identification, 𝜇 = 0.1 for setup 

W.1.1 

 

The effect of the controller convergence coefficient  was studied to see its effect on 

performance. If  is reduced from 0.1 to 0.025, the performance is reduced, as shown 

in Fig. 5.21. The error signal is not minimized fast enough during head rotations, and 

the adaption process is slow. 

 

 

Fig. 5.21: Constant Head Rotations using offline system identification, 𝝁 = 0.025 

 

Hence with a lower step-size coefficient 𝝁, the control response becomes slower for 

the same head rotation pace. Also, there appears to be an averaging effect in the level 

of noise reduction, which is less than for the optimized value of 𝝁. 
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5.3.1.2 Uniform Pace Head Rotations with offline system identification Setup 

W.W.1 

 

When Setup W.1.1 is changed to Setup W.W.1, the same effect is observed for the 

offline system identification experiment in the previous section 5.3.1.1. For a step size 

𝜇 = 0.2, the average tonal attenuation is 33 dB, and the average total attenuation is 

around 17 dB. These were obtained after FFT analysis was performed as before. Fig. 

5.22 shows the response for this setup. If the value 𝝁 is reduced, the control 

performance deteriorates slightly as shown in Fig. 5.23. The reason is because of the 

system’s slow adaptability, especially with offline system identification. 

 

 

Fig. 5.22: Constant Head Rotations using offline system identification, 𝜇 = 0.2 
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Fig. 5.23: Constant Head Rotations using offline system identification, 𝜇 = 0.05 

showing decreased performance. 

 

When the step size is reduced, the performance is slightly less, with some variation in 

the error and control signals, as shown in Fig. 5.23. This shows the importance of the 

proper selection of the convergence factor 𝝁. 

 

5.3.1.3 Uniform Pace Head Rotations with online system identification Setup 

W.1.1 

 

When online system identification is used, and the head is moved side to side at a 

relatively fast pace, the system modelling can track minor secondary path changes. It 

can also provide slightly better noise reduction than with offline system identification 

experiments with small step-sizes shown in Fig. 5.21 and Fig. 5.23 for the 

experiments which had slower control response. Fig. 5.24 shows the performance 

plots when online system identification is used. 
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Fig. 5.24: Constant Head Rotations using online system identification, 𝜇 = 0.05 

 

It was noted that with online system identification, the attenuation results were more 

consistent and less variable than in offline system identification cases. A step size of 

0.05 was chosen as the optimal step size for setup W.1.1. The average tonal attenuation 

was 23 dB, and the average total attenuation was around 16 dB. The experiments show 

that offline system identification provides better noise reduction for head rotations. This 

is mainly because of the tracking of the changing secondary path. 

 

5.3.1.4 Uniform Pace Head Rotations with online system identification Setup 

W.W.1 

 

When setup W.W.1 is used, the same effect is observed with the online system 

identification experiment. The noise reduction is slightly better than the previous 

experiment with online system identification depicted in section 5.3.1.3. The average 

tonal attenuation is 27 dB, and the average total attenuation is around 15 dB. 
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Fig. 5.25: Constant Head Rotations using online system identification, 𝝁 = 0.4 for setup 

W.W.1. 

 

The wireless ANC system is able to reduce the total noise at the ear well when the 

head rotates.  
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5.3.1.5 Uniform Pace Head Rotations with online system identification using 

Setup 2W.1.1 (two wireless error microphones)  

 

Online system identification was used with setup 2W.1.1 using an additional error 

microphone. For both ears, the average tonal attenuation is 9 dB, and the average total 

attenuation is around 10 dB. The individual tonal noise reductions are 12 dB for the 

left ear and 5 dB for the right ear. Fig. 5.27 shows the FFT plot for this case at both 

ears. There is only a slight difference between the channels. 

 

 

Fig. 5.26: Constant Head Rotations using online system identification, 𝜇 = 0.04 

 

Fig. 5.26 shows that the algorithm tries to maintain control for both ears and minimize 

the error signals. However, looking closely at both channels, it appears that a reduction 

in one channel leads to a slight increase in tonal noise for the other channel. There 

seems to be a competing effect between both error microphones. Nevertheless, both 

ears experience good noise reduction. 
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Fig. 5.27. FFT Analysis, Uniform pace head rotation Experimental ANC, 𝜇 = 0.04 

 

In the experiments presented previously, the effect of 𝝁 appears to affect mainly the 

speed of convergence and not the amount of attenuation by any significant amount. 

Local control around the microphones is possible when the loudspeakers are well 

separated. Each error microphone tends to be minimized individually. The slight 

difference is that the change in secondary paths causes a slight difference between left 

and right ear performance. 
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5.3.2 Active Noise Control using closely spaced loudspeakers  

 

5.3.2.1 Uniform Pace Head Rotations with offline system identification Setup 

W.1.1 (wireless error microphone only) 

 

When the two loudspeakers were closely located, setups W.1.1 single-channel and 

2W.W.1 dual-channel were tested. With the offline system identification, it is 

observed that the error stays consistently minimized and does not change significantly 

as the head rotates. Rotating the head left and right frequently did not affect control. 

The time-domain signals are shown in Fig. 5.28. The average tonal attenuation is 37 

dB, and the average total attenuation is around 18 dB.  

 

 

Fig. 5.28. Constant Head Rotations using offline system identification, 𝜇 = 0.1 using 

closely spaced loudspeakers. 

 

The effect of the controller convergence coefficient  was also studied to see its effect 

on performance. However, if  is reduced from 0.1 to 0.01, there is no significant 

change in the performance as the error stays minimized. The recorded changes are 

illustrated in Fig. 5.28 and Fig. 5.29. Since the loudspeakers are closely spaced, it 

seems that global control is achieved, and the effect of head rotation is not significant, 



  

108 

 

even though the secondary paths may change slightly. 

 

 

Fig. 5.29: Constant Head Rotations using offline system identification, 𝜇 = 0.01 

 

5.3.2.2 Uniform Pace Head Rotations with online system identification Setup 

2W.W.1 

 

In setup 2W.W.1, the same experiment shows a similar result that was previously 

carried out in the single-channel experiment. The minor movement of the head does 

not significantly impact the control system’s performance. The average tonal 

attenuation is 26 dB, and the average total attenuation is around 19-20 dB.  
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Fig. 5.30. Constant Pace Head Rotations using online system identification, 𝜇 = 0.02 

 

Fig. 5.30 shows the attenuation results for both ears. Again, good noise reduction is 

achieved. Slight radio interference can be spotted at the beginning for the right ear 

time-domain signal, but the attenuation here is still considered good. Fast-paced 

rotational movement of the head does not seem to significantly affect the control 

responsiveness or attenuation level compared to previous stationary experiment 

results. The FFT analysis in Fig. 5.31 shows that the left ear channel is still attenuating 

better than the right ear channel. However, the difference is insignificant and is 

possibly due to the system’s impulse response error. 

  



  

110 

 

 

Fig. 5.31. FFT Analysis, Constant Head Rotations using online system identification, 

𝜇 = 0.02 
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5.4 Walking experiments for in-ear ANC 

 

The third set of experiments was performed for the case when the user walked back and 

forth in the laboratory at an average pace. This is a practical example of workers moving 

from one machine to another in a working environment. In chapter 3, Fig. 5.5 shows an 

example of the performed experiment. The purpose of the experiments is to show the 

potential application of the developed wireless ANC system for practical use.  

 

The walking pace was estimated with a timer over a distance of 10 meters. The 

estimated pace is about 30 ± 5 cm/s, equivalent to about one foot per second. During 

mobility experiments, the primary noise profile will vary slightly with distance. Each 

time the primary noise is recorded. However, if the walking pace is kept the same, one 

profile is enough to represent the primary noise. A typical plot for the primary noise is 

shown in Fig. 5.32.  

 

 

Fig. 5.32. Primary noise profile without ANC control for constant pace walking 

experiments. 
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5.4.1 Local noise control (separated loudspeakers) 

 

5.4.1.1 Walking experiment with offline system identification using Setup W.1.1 

(wireless error only) 

 

In this experiment, the online system identification was disabled. The secondary path 

was measured and assumed fixed for the ANC. After the initial 15 seconds of 

secondary path modelling, the control process is initiated. The user then walks at a 

regular pace, and the performance is recorded, as shown in Fig. 5.33.  

 

 

Fig. 5.33. Walking experiment using offline system identification, 𝜇 = 0.1 

 

Although the error signal is reduced after control is initiated, the system diverges after 

walking about 2.5 meters from the original walking point. This is because the 

secondary path has changed significantly, and the controller cannot maintain stability. 

It is observed that the control output increases significantly at the divergence region. 

Reducing the step size does not significantly affect the outcome, except that it controls 

how fast or slow the divergence will be. The divergence distances of the algorithm 

were noted, as shown in Table 5.1. 

Noise from wearing the Signal to start 



  

113 

 

Table 5.1. Divergence distance for each step size recorded for setup W.1.1 

 

 

5.4.1.2 Walking experiment with offline system identification using Setup 

W.W.1 

 

Similarly, when using Setup W.W.1 (wireless error, wireless control), the same effect 

is observed during the offline system identification experiment as in the previous 

section. The time-domain signals are depicted in Fig. 5.34 and Fig. 5.35.  

 

 

Fig. 5.34. Walking experiment using offline system identification, 𝜇 = 0.4 

 

Step-size coefficient 𝜇 0.2 0.1 0.05 0.025 0.01 

Divergence Distance (cm) ± 20 cm 200 250 370 470 450 
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Fig. 5.35. Walking experiment using offline system identification, 𝜇 = 0.05 

 

Again, varying the value of 𝝁 does not stop instability but extends the walking 

distance.  
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5.4.1.3 Walking experiment with online system identification using Setup W.1.1 

 

The previous sections showed that if offline system identification is used, the 

performance may be compromised. The effect of adding online system identification 

is presented in sections 5.4.1.3, 5.4.1.4, 5.4.1.5 and 5.4.1.6. When online system 

identification is enabled, the system remains stable and can track any changes in the 

secondary path. The controller can then adapt in real time to slow changes, ensuring 

that the system’s performance is maintained and remains stable. Fig. 5.36 shows the 

control result with online system identification. There are no divergent behaviours 

during walking at a normal pace. 

 

 

Fig. 5.36. Walking experiment using online system identification, 𝜇 = 0.1 

 

The optimal step size here is 0.1 for setup W.1.1. When using online system 

identification, the system adapts and tries not to diverge over longer distances. When 

the user walks far away from the noise source, the convergence rate becomes slower, 

but the ANC is still able to adapt to the changes without any issues. When the user 
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approaches the noise source from a further distance, the convergence becomes quite 

fast and converges when approached at an average walking pace. This is because the 

background system identification excitation noise can still be carried out over a range 

of distances from the primary loudspeaker. The control covered up to 7.5m, which is 

more than half of the enclosure. Some minor interference noises can be noticed and 

are mainly due to transmission loss in the wireless system at certain distances. The 

experimental results show that the wireless ANC system can significantly reduce 

noise during mobility. The average tonal attenuation is about 26 dB, and the average 

total attenuation is around 21 dB.  
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5.4.1.4 Walking experiment with online system identification Setup W.W.1 

 

When the in-ear error microphone and the control loudspeaker signals are wireless, 

this corresponds to setup W.W.1. The same effect is observed with online system 

identification as in the previous section. The time-domain signals are shown in Fig. 

5.37. Similarly, the average tonal attenuation is 23-24 dB, and the average total 

attenuation is around 20-21 dB. 

 

 

Fig. 5.37. Walking experiment using online system identification, 𝜇 = 0.4 for setup 

W.W.1 

 

The results show good tracking of the changes in the secondary path as the user moves 

from one position to another. 
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5.4.1.5 Walking experiment with online system identification using Setup 

2W.1.1 

 

Online system identification was also used with setups 2W.1.1 and 2W.W.1. This is 

done by adding an additional error microphone in the right ear. The effect of having 

online system identification on the noise reduction performance is shown in Fig. 5.38 

for setup 2W.1.1. After experimenting several times using trial and error to obtain the 

optimal step-size 𝝁, the system performed well with noise control achieved at both ears. 

 

 

Fig. 5.38. Walking experiment using online system identification, 𝜇 = 0.04 using 

setup 2W.1.1 

 

The system is able to handle the control with changes in the secondary paths for both 

in-ear microphones. When the user walks away from the source, the noise reduction 

in both ears appears similar. When the user walks away, the primary and secondary 

paths for the in-ear microphones become more similar, and the online system 
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identification ensures noise reduction further away from the noise source. The average 

tonal reduction is 18 dB, and the average total attenuation is around 17 dB. 

 

 

Fig. 5.39. FFT Analysis using online system identification, 𝜇 = 0.04 

 

Fig. 5.39 shows the FFT Analysis after the first 5 seconds of control. There is no 

primary noise plotted here since the noise profile differs for each trial. Both error 

channels are plotted instead. The left ear microphone has almost double attenuation 

compared to the right ear microphone. This difference is due to one error microphone 

competing with the other. And the control system favours the channel with faster 

convergence. The control system is effective up to 7 meters. The same analysis was 

applied to setup 2W.W.1, and the observations remained the same. 

 

 

5.4.1.6 Walking experiment with online system identification using Setup 

2W.W.1 
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When setup 2W.W.1 is used, it behaves similarly to the partially wireless experiment 

setup 2W.1.1 and has similar attenuation behaviour. The time-domain signals are 

shown in Fig. 5.40. 

 

 

Fig. 5.40. Walking experiment using online system identification, 𝜇 = 0.04 

 

Some temporary crackling noises can be spotted at the end of the time domain signals 

and are mainly due to transmission loss in the wireless system at certain distances. 

The average tonal reduction is around 17 dB, and the average total attenuation is 

around 15 dB. 
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Fig. 5.41. FFT Analysis using online system identification, 𝜇 = 0.04 

 

Fig. 5.41 shows the FFT plots for both ears. The left microphone has better noise 

reduction than the right one. 
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5.4.2 Active Noise Control using closely spaced  

 

5.4.2.1 Walking experiment with online system identification using Setup 

W.W.1 

 

In setup W.W.1, with online system identification enabled, an experiment was 

performed with the loudspeakers placed close. The system handles noise control well 

at a normal walking pace. The performance recorded is shown in Fig. 5.42. In this case, 

it appears that online system identification is able to keep the control stable and 

maintain good noise reduction. Both wireless error and control worked well. 

 

 

Fig. 5.42: Walking experiment using online system identification, 𝜇 = 0.2 

 

When reducing the step-size 𝝁 of the ANC system, the system eventually diverges 

after walking for a few seconds, as shown in Fig. 5.43. That is because the adaptive 

algorithm could not track changes with a slower online path identification. For a step 

size of 0.2, the average tonal reduction is around 8 dB, and the average total 
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attenuation remains about the same at 8 dB. 

 

 

Fig. 5.43: Walking experiment using online system identification, 𝜇 = 0.05 

 

5.4.2.2 Walking experiment with online system identification using Setup 

2W.1.1 

 

The dual-channel setup 2W.1.1 was also tested in this section. After obtaining the 

optimal step size for the normal walking pace by trial and error, the time-domain signals 

are shown in Fig. 5.44. With the same walking pace in this experiment, the control 

adapts to provide noise control at both ears. There is a slight disconnection spotted at 

the right ear channel due to a loss of signal from the wireless microphone. However, 

this was for a small duration and did not affect the control. For both ears, the average 

tonal reduction is around 13-14 dB, and the average total attenuation is around 15 dB 

for both ears. It can be noted that the system's performance, although stable, is variable 

as the adaptive controller tries to compensate for the changes in real time. 
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Fig. 5.44. Walking experiment using online system identification, 𝜇 = 0.02 

 

 

Fig. 5.45. FFT Analysis using online system identification, 𝜇 = 0.02 
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5.4.2.3 Walking experiment with online system identification using Setup 

2W.W.1 

 

With setup 2W.W.1, where the control channel is through wireless transmission, a 

similar performance is obtained, as shown in the time-domain signals plotted in Fig. 

5.46. The control system adapts to changes. The right ear channel time-domain signal 

experienced a disconnection due to a loss of connectivity. This is temporary and the 

control system operated continuously in the experiment. For both ears, the average 

tonal reduction is around 7 dB, and the average total attenuation is around 9 dB. The 

FFT analysis shown in Fig. 5.47 confirms that good noise reduction is possible in both 

ears. However, the reduction is less than in previous cases. 

 

 

Fig. 5.46: Walking experiment using online system identification, 𝜇 = 0.04 
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Fig. 5.47: FFT Analysis using online system identification, 𝜇 = 0.04 

 

 

The FFT analysis was applied for the time period 5 seconds after convergence up till 

just before the disconnection at the right ear.  
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5.5 Stationary In-Ear ANC experiments with speech 

 

Often workers need to communicate with each other while working in a noisy 

environment. The use of ANC can improve this communication. This section's main 

purpose is to investigate the impact of speech on the ANC performance using the in-

ear microphones. In particular, the effect of bone conduction can carry low-frequency 

noise from the vocal cords to the microphone and may affect the performance of the 

system. A partially wireless single-channel (W.W.1) and a dual-channel (2W.W.1) 

system were studied for stationary and mobile cases. The results show that speaking 

while ANC is enabled does not affect the performance. A subjective evaluation by the 

wearer also confirms this. The user was reading a sample text from a document while 

using the wireless ANC system developed. 

 

5.5.1 Local Noise Control (separated primary and control sources) 

 

5.5.1.1 Setup W.W.1 using offline system identification. 

 

The experiment was done with offline and online system identification for setup 

W.W.1, and the result is shown in Fig. 5.48. This was done mainly to investigate the 

impact of offline system identification on speech interference. The tonal noise 

attenuation is about 55 dB without speech and 45 dB with speech. The time domain 

signals are shown in Fig. 5.48 with and without speech. The primary noise was plotted 

without speech for reference (this applies to all time-domain signals). An average FFT 

analysis is carried out after convergence, as shown in Fig. 5.49.  
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Fig. 5.48. Time-domain signals for speech interference using offline system 

identification. 

 

The results show that the control system converges and maintains control despite the 

speech. This is also confirmed by the control signal being bounded and stable.  

 

 

Fig. 5.49. Frequency-domain signals for speech interference using offline system 

identification. 
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Fig. 5.49 shows the noise spectrum before and after the control, with and without 

speech. Some harmonics of 124 Hz are visible in the primary noise due to the 

nonlinearity of the loudspeaker. However, there is a significant noise reduction in both 

cases. With speech, a slightly less noise reduction is apparent due to the speech 

affecting the coherence between the error signal and reference signal. 

 

5.5.1.2 Setup W.W.1 using online system identification. 

 

When online system identification is used, the performance is similar to the offline case, 

as shown in Fig. 5.50. However, in this case, the tonal noise reduction is dropped to 

about 30 dB (with and without speech interference), as shown in Fig. 5.51. 

 

Fig. 5.50. Time-domain signals for speech interference using online system 

identification. 
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Fig. 5.51. Frequency-domain signals for speech interference using online system 

identification. 

 

The result is still significant. This is because online system identification generates a 

binomial pseudo-random noise generated by the control loudspeaker all the time. 

Hence, this alters the noise reduction slightly. 

 

5.5.1.3 Setup 2W.W.1 using online system identification. 

 

When the dual-channel error microphone is used (2W.W.1), the control performance 

at both ears (with and without speech) is shown in Fig. 5.52. The average tonal 

attenuation is about 7 dB for the left ear and 3 dB for the right ear. The average FFT 

analysis is shown in Fig. 5.53. 
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Fig. 5.52. Time-domain signals for speech interference using online system 

identification. 

 

 

 

Fig. 5.53. Frequency-domain signals for speech interference using online system 

identification. 

  

As discussed in previous experiments without speech, the dual-channel case appears 
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less performant due to the competing convergence between the left and right channels. 

However, there is still some noise reduction, and the system remains stable. Speech 

does not appear to affect the control performance significantly from a measurement 

and subjective point of view. 

 

5.5.2 ANC using closely spaced loudspeakers. 

 

5.5.2.1 Setup W.W.1 using offline system identification. 

 

The control loudspeaker is placed close to the primary noise. The impact on 

performance is expected to be minimal for the single-channel ANC system. Similar 

to local noise control, the tonal noise attenuation is 55 dB without speech and 45 dB 

with speech. Minor radio disconnections can be spotted at the beginning of the time-

domain signal without speech, but these do not affect the performance of the ANC, as 

shown in Fig. 5.54. The average FFT analysis is shown in Fig. 5.55. 
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Fig. 5.54. Time-domain signals for speech interference using offline system 

identification. 

 

It is clear from the results that the control system works very well, and good 

performance is achieved even when speech is present. 

 

Fig. 5.55. Frequency-domain signals for speech interference using offline system 

identification. 
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5.5.2.2 Setup W.W.1 using online system identification. 

 

Similarly, online system identification with closely spaced loudspeakers has the same 

effect as local noise control. However, in this case, the tonal noise reduction is dropped 

to an average of 30 dB with speech and 35 dB without speech, as shown in time-

domain signals in Fig. 5.56 and the average FFT analysis depicted in Fig. 5.57.  

 

Again, there is good performance for the system with online system identification. 

The drop in noise reduction is only because of the pseudo-random noise due to system 

identification in the background. 

 

 

Fig. 5.56. Time-domain signals for speech interference using online system 

identification. 
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Fig. 5.57. Frequency-domain signals for speech interference using online system 

identification. 
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5.5.2.3 Setup 2W.W.1 using online system identification. 

 

When online system identification is enabled for closely spaced loudspeakers, the 

ANC performance for the dual-error channel is still significant. The average tonal 

attenuation is about 20 dB for both ears (with and without speech), as shown in time-

domain signals in Fig. 5.58 and the average FFT analysis in Fig. 5.59. 

 

 

Fig. 5.58. Time-domain signals for speech interference using online system 

identification. 
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Fig. 5.59. Frequency-domain signals for speech interference using online system 

identification. 

 

Again, the speech did not affect the performance of the ANC much. The online system 

identification does not improve noise reduction ability in the stationary case. In the 

following sections, the case of moving error microphones is investigated. The case of 

online system identification will only be considered for speech experiments since it 

has shown good stability and performance with moving error microphones. It is 

necessary for convergence and stable operation.  
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5.6 Steady pace head rotation in-ear ANC experiments with speech 

 

In this section, head rotation movements are studied with the addition of speech 

interference to see the impact on the wireless ANC system. 

5.6.1 Local noise control (separated primary and control sources) 

 

5.6.1.1 Setup 2W.W.1 using online system identification. 

 

With two error microphones and well-separated loudspeakers, i.e., for the case of local 

noise control, noise reduction remains the same where the average tonal attenuation 

is about 7 dB for the left ear and 3 dB for the right ear (with and without speech). The 

frequency-domain signal of the control channel was added to observe the impact of 

speech interference, as shown in the average FFT analysis in Fig. 5.61, and time-

domain signals shown in Fig. 5.60. 
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Fig. 5.60. Time-domain signals for speech interference using online system 

identification. 

 

 

 

Fig. 5.61. Frequency-domain signals for speech interference using online system 

identification. 
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The results show that for this case, the performance is less than for the stationary case. 

It appears that the two error microphones compete to converge fast, as explained 

before. 

 

5.6.2 ANC using closely spaced loudspeakers. 

 

5.6.2.1 Setup 2W.W.1 using online system identification. 

 

With the closely placed loudspeakers, the average noise reduction for the dual-error 

channel ANC is approximately 10 dB reduction for both ears (with and without speech 

interference), as shown in time-domain signals in Fig. 5.62 and average FFT analysis 

depicted in Fig. 5.63. 

 

 

Fig. 5.62. Time-domain signals for speech interference using online system 

identification. 

 

It is noted that the because the two loudspeakers are closely located, a global noise 
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reduction effect occurs and makes the reduction of noise at both ears similar. 

 

The speech signal did not affect the noise control capability of the ANC system much. 

Instead, the background system identification caused a slight deterioration of the 

performance. But this is necessary to keep the system stable in the moving error 

microphone/s case. 

 

 

Fig. 5.63. Frequency-domain signals for speech interference using online system 

identification. 
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5.7 Walking experiments for in-ear ANC with speech 

 

5.7.1 Local noise control (separated primary and control sources) 

 

5.7.1.1 Setup 2W.W.1 using online system identification. 

 

The final experiment that was carried out was the case when the user was walking and 

speaking at the same. The obtained time-domain signals are shown in Fig. 5.64, and 

the average FFT analysis is plotted in Fig. 5.65.  

 

 

Fig. 5.64. Time-domain signals for speech interference using online system 

identification. 
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Fig. 5.65. Frequency-domain signals for speech interference using online system 

identification 

 

The frequency-domain plots show that the average tonal noise reduction is not reduced 

significantly in the walking experiment. However, the initial system identification was 

carried out with a slightly smaller convergence factor to avoid system divergence. 

After initial system identification, the system attenuates the noise that is initially loud 

and resumes to adapt and control the noise. The control response shows that speech 

does not appear to affect the control system. Results for in-ear ANC speech 

experiments have been tabulated in Appendix D.2. It shows the tonal noise reduction 

with and without speech presented in sections 5.5, 5.6 and 5.7.
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5.8 Summary and discussion of the results. 

 

The experimental work was divided into several parts. First, noise control was 

performed for the following cases: 

 

1. Noise control with the two loudspeakers well separated and apart from each 

other. 

2. Noise control with the two loudspeakers closely spaced together. 

a. For both cases #1 and #2, experiments were conducted for: 

i. ANC using offline system identification. 

ii. ANC using online system identification. 

3. The cases described in points #1 and #2 were then performed for three scenarios: 

a. A user is sitting on a chair. 

b. A user is sitting on a chair with head rotation. 

c. A user is walking inside the lab at a normal walking pace. 

4. An additional scenario was investigated for when a user is speaking while doing 

one of the scenarios described in case #3. 

 

Tables are also provided in Appendix D for the purpose of comparing different 

experimental results. 

 

  



  

145 

 

5.8.1 Impact of Online System Identification on experiments 

 

The effect of using online system identification in the stationary and head rotation 

experiments can be observed using tables in Table. D.1-1 and Table. D.1-2 located 

in Appendix D.1. The results show that enabling online system identification has a 

slightly negative effect on noise reduction, where the average noise reduction for 

stationary experiments of single-channel setups is about 40 dB.  With online system 

identification enabled, the reduction drops slightly to 37 dB. Similarly, with the head 

rotation experiment, the offline system identification experiment had an average 

reduction of 34 dB, and enabling background system identification lowers the average 

reduction to 25 dB. The possible reason for this slight drop is that the continuous 

background pseudo-random noise used for the system identification slightly affects 

the coherence. However, this is not considerable and thus acceptable. The walking 

experiments are shown in table Table. D.1-3, these were carried out mainly with 

online system identification enabled since the ANC did not converge or stabilize 

without background system identification.  

The average noise signal without ANC was obtained and compared to each 

experiment to obtain the average noise reduction. Here, the primary noise profile is 

assumed to be the same for each run. In general, it is observed that the noise reduction 

for walking experiments is effective for the locally controlled noise (well-separated 

loudspeakers) and is most effective for single-channel experiments. Moreover, the 

effectiveness of the ANC is best when the user is nearby the secondary control source. 

This is because the control filter coefficients converge faster, increasing control 

responsiveness. For such cases, the secondary path impulse response is simpler and 

more accurate. This leads to good noise reduction performance.  
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5.8.2 Effect of control loudspeaker placement on the experiments 

 

When the dual-channel experiment was conducted with loudspeakers placed well 

separated, the ANC system struggled to control both in-ear microphones 

simultaneously. Closely spaced loudspeakers were then investigated, and it was found 

to be effective, with a better average tonal noise reduction of about 15 dB. The results 

are shown in Table. D.1-1. The head rotation experiments are shown in Table. D.1-2 

show the same effect with single and dual-channel experiments with online system 

identification. The tonal and overall noise reduction increased by about 10 dB with 

adjacent loudspeaker placement. However, when it comes to walking in a room, 

Table. D.1-3 indicates that local noise reduction performed better than the closely 

placed loudspeakers. A possible explanation for this effect is the similarity in primary 

and secondary paths for closely spaced loudspeakers. For example, in local noise 

control where the loudspeakers are well separated, if the user was walking further, the 

secondary path changes can be modelled better if the secondary source is close to the 

primary source. Hence better control can be achieved. 
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5.8.3 Effect of ANC structural setup on experiments 

 

Tables in Appendix D.1 show that setup W.1.1 has better overall results than the 

remaining setups. Stationary experiments are considered good compared to the other 

experiments for each setup. In general, the single-channel experiments are not 

comparable to dual-channel experiments since one control loudspeaker tries to control 

both microphone noise levels for the dual-error channel setup. 

 

5.8.4 Impact of speech interference on ANC performance and subjective 

evaluation. 

 

Speech interference was studied for stationary and mobile cases. The effect of using 

online system identification is also studied during speech. Additionally, the placement 

of the loudspeakers is considered in these cases. It was found that the ANC 

performance behaved similarly without speech for all previous cases.  Referring to the 

tables in Appendix D.2. It is clear that speech does not heavily impact the 

performance of the ANC system. The subjective evaluation of the user indicates that 

speech does not affect the control performance significantly. At lower vocal tones, the 

user senses insignificant noise generated by the secondary loudspeaker. This is not 

considered a generated noise but is a slightly reduced reduction of the ANC that 

happens for a very short time. This is possibly due to the coherence between the error 

signal and the reference signal being affected by speech. However, the effect is 

insignificant and did not bother the user. 
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Chapter 6: Conclusion and Future Work 

 

6.1 Conclusion 

 

This thesis presented the development and investigation of wireless in-ear ANC in an 

enclosed space such as an industrial workshop or machine room. After an 

introduction, broad literature, and background work review, a model was presented in 

Chapter 3 to allow numerical simulation of an ANC system, including wireless 

transceivers. Chapter 4 addressed the validity of the wireless system developed 

through experiments in an air handling duct in a laboratory. This was done by 

comparing a fully wired ANC system to one with wireless transceivers. After 

validation, an extensive array of in-ear experiments was carried out, and the results 

presented in Chapter 5 are discussed to show the potential of wireless ANC in future 

applications. Finally, this chapter presents the main conclusions and recommendations 

for future work. 

In the wireless ANC numerical analysis chapter, it was found that sampling rate can 

have a significant effect on the ANC performance. Nonetheless, changing the bitrate 

or operating frequency channel does not significantly change the ANC performance. 

Chapter 4 validated the wireless ANC system in an air duct test rig. It was shown that 

transceivers were relatively effective and did not heavily impact or deteriorate the 

ANC performance. Following that, in-ear ANC experiments were carried out and 

presented in Chapter 5. The results show that the system performs well in both 

stationary and mobile cases. In mobile cases, in the walking experiment, the control 

performance is at its peak when a user is close to the secondary source. The head 

rotation experiments show that good control can be achieved by placing the 
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loudspeakers together. A summary is put at the end of the chapter to comprehensively 

discuss the in-ear ANC results. 

 

6.2 Future work and Recommendation 

 

Future research recommendations can be made based on the material presented in this 

thesis. As this thesis's work is finalized, an overview of the previous investigations 

raises further research questions. For example, most experiments are carried out with 

one control loudspeaker to reduce the cost due to the limited time and resources as 

well. The impact of adding another secondary loudspeaker to the ANC system can 

additionally be investigated. It is expected that the ANC system will behave better 

with regard to the attenuation of noise at both ears compared to the single control 

source. Developing a fully wireless dual-channel ANC is worth investigating in this 

case. The single-channel system can still be applied under some conditions for some 

practical cases. 

In addition, the step size of the algorithm has to be tuned for each experiment 

currently. Therefore, the interest in developing an FxLMS algorithm with variable 

step sizes is worth a different investigation since changing the step sizes for each 

experiment is slightly inconvenient and impractical.  

For the final thought, the background system identification is based on acoustic 

measures of the secondary path signal. The tuning of the convergence factor and 

background noise level affects the accuracy of the secondary path model. Further 

research can therefore be carried out to optimize these two parameters for practical 

applications.  
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Appendicies  

 

Appendix A. Literature content 

 

A.1. Gradient-based algorithms 

 

Equation (2.15) is used to provide the optimal weight vector. Minimizing the error 

requires continuous estimation of the auto-correlation matrix 𝑹 and cross-correlation 

vector 𝒑. Practically, the estimation of the matrix and the vector can be 

computationally expensive if the input signal is a non-stationary signal. Alternatively, 

some algorithms depend on gradient methods to find the optimal weights to minimize 

or reduce the performance function. The two conventional gradient methods are 

Newton’s and the steepest descent methods. Both algorithms use the gradient of the 

performance surface to find the minimum error for the weights of the FIR filter. 

Newton’s method is considered the fastest converging method as it only takes one step 

to converge but requires the inverse auto-correlation matrix 𝑹−1 which is 

computationally heavy and can be hard to compute or inaccurate for non-stationary 

scenarios. The steepest descent finds the minimum error by following the negative 

gradient of MSE performance surface, which has the largest rate of decrease. The 

gradient of the MSE can be obtained from equation (2.10) as 

 𝛁𝝃 =
𝝏𝝃

𝝏𝒘
=  [

𝜕𝜉

𝜕𝑤𝑜
  

𝜕𝜉

𝜕𝑤𝑜
 ⋯ 

𝜕𝜉

𝜕𝑤𝐿−1
]

𝑇

   

 𝛁𝝃 = 𝟐𝑹𝑤 − 2𝒑  (2.18) 
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A.1.1. Newton’s method 

 

Using the gradient of the mean-square error and the equation for the optimal weight 

vector gives Newton’s generalized equation. 

 𝒘(𝑘 + 1) = 𝒘(𝑘) − 𝝁𝑹−1 ∇ξ(𝑘) (2.19) 

where 𝝁 is the step size or converging factor, 𝑹−𝟏 is the inverse auto-correlation 

matrix and 𝛁𝝃(𝑘) is the gradient of the MSE [47-49].At certain conditions, if the 

inverse of the auto-correlation matrix is known exactly and the actual averaged value 

of the gradient of the mean-square error is used in setting the convergence factor 𝝁 to 

𝟏

𝟐
, this will ideally make the coefficients converge with a single step. However, 

practically the correlation matrix and the gradient are not ideal in practical active 

control applications and the method cannot be applied widely and successfully. 

 

A.1.2. Method of steepest descent 

  

This method allows the minimum to be reached on the error surface in the negative 

direction of the gradient in small steps. The coefficients are updated until the gradient 

of the MSE surface approaches to zero. The algorithm can be written as 

 𝒘(𝑘 + 1) = 𝒘(𝑘) − 𝝁∇ξ(𝑘) (2.20) 

Using the gradient equation (2.18), the steepest descent algorithm is written as 

 
𝒘(𝑘 + 1) = 𝒘(𝑘) − 2𝝁[𝒑 − 𝑹𝒘(𝑘)] 

(2.21) 

This method assumes the exact values of the gradient vector for each iteration. 
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However, practically the gradient is estimated and is not considered an exact solution. 

The algorithm takes some time to process the algorithm over the average past data to 

enhance the accuracy, which makes the filter coefficients update slowly. This can be 

impractical and hence a more practical algorithm such as the LMS algorithm is then 

used in adaptive filtering. 

 

A.2. Multi-channel spatial ANC implementation 

 

There are demands on extending single-channel ANC system to multi-channel ANC 

system. Multiple sensors and control loudspeakers are adopted in the experiments 

[68]. The extra components are utilized to reduce the residual errors and generate the 

anti-noise signals, as well it may include an extra reference sensor based on the 

number of primary noise sources. Frequency-domain algorithms and time-domain 

algorithms have been proposed and tested for Multi-channel ANC systems [55, 69-

72]. Frequency-domain based algorithms have been widely deployed for 

Multichannel ANC systems (Leaky LMS-based ANC [73]). 

 

The application of single-channel control configurations works with broadband and 

narrowband noise suppression, such as controlling noise in an air duct or small areas. 

The error sensors can have a spatial limit of noise reduction which is approximately 

𝜆𝑚𝑎𝑥

10
 [72], 𝜆𝑚𝑎𝑥 is the wavelength of the maximum undesired frequency. After all, 

single-channel configuration is not sufficient for large environments or complex 

enclosure, and it mostly works best with one dimensional noise control such as air 

ducts. Single-channel ANC configuration can be extended to multi-channel ANC 
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configuration by adding additional sensors and secondary sources [73]. This will 

provide a larger zone of quiet and increased noise control area. Also, the dual-channel 

configuration can be used to have accurate feedback for a user using an ANC in a 3-

Dimensional space, where the feedback signal is captured from two ears instead of 

one. This section will review basic multi-channel ANC extensions. 

 

A.2.1. Extension of single-channel to multi-channel ANC adaptive algorithm 

 

 

Figure A.2-1 Block diagram of FxLMS multi-channel ANC system. 

 

In the multi-channel ANC system, the reference, anti-noise, and error signals can be 

more than one and may not be necessary the same number of channels. To represent 

the array of signals, 

𝑟 = 1 , 2 , … , 𝑅  is an array of reference input signals, 

𝑒 = 1 , 2 , … , 𝐸 is an array of error microphones, 

𝑠 = 1 , 2 , … , 𝑆 is an array of secondary paths or secondary sources, 

𝑖 = 1 , 2 , … , 𝐿 − 1 is the array of coefficients of the adaptive filter with an order of 𝐿, 

FxLMS 
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and 𝑘 is the input sample at a time. 

The signal at the error microphones can be described as 

 𝒆𝑒(𝑘) = 𝒅𝑒(𝑘) + 𝒚𝑒
′ (𝑘) (2.34) 

𝑦𝑒
′(𝑘) is the secondary noise estimate signal on the 𝑒𝑡ℎ microphone, and 𝑑𝑒(𝑘) is the 

disturbance signal on the 𝑒𝑡ℎ microphone. 𝑦𝑒
′(𝑘) can be obtained from the actual 

secondary path estimate impulse response, 

 𝑦𝑒
′(𝑘) =  ∑ 𝑦𝑠(𝑘) ∗ 𝒉𝒔(𝑠,𝑒)(𝑘)

𝑆

𝑠=1

 (2.35) 

𝒉𝒔(𝑠,𝑞)(𝑘) is the impulse response from the 𝑠𝑡ℎ secondary source to the 𝑒𝑡ℎ error 

microphone, 𝒚𝒔(𝑘) is a vector of driving signals for control loudspeakers, it can be 

expressed as, 

 𝒚𝒔(𝑘) = ∑ ∑ 𝒘(𝒊,𝒓,𝒔)
𝑇 (𝑘)𝒙𝒓(𝑘 − 𝑖)

𝐿−1

𝑖=0

𝑅

𝑟=1

 (2.36) 

The filter coefficients 𝑤(𝑖,𝑟,𝑠)
𝑇 (𝑘) for each 𝑠𝑡ℎ control loudspeaker can be expressed as 

𝒘(𝒊,𝒓,𝒔)
𝑇 (𝑘) = [𝒘(0,𝑟,𝑠)(𝑘), 𝒘(1,𝑟,𝑠)(𝑘), … , 𝒘(𝐿−1,𝑟,𝑠)(𝑘)]

𝑇
 ∈ 𝑅𝐿×1 

The reference input signals 𝑥𝑟(𝑘) for each 𝑟𝑡ℎ reference sensor can be expressed as 

𝒙𝒓(𝑘) = [𝒙𝒓(𝑘)  𝒙𝒓(𝑘 − 1), … , 𝒙𝒓(𝑘 − 𝐿 + 1)]𝑇  ∈ 𝑅𝐿×1 

To minimize the sum of the mean squared error of the signals, the instantaneous error 

given for each 𝑒𝑡ℎ microphone is written as 

 
�̂�(𝑘) = ∑ 𝒆𝟐(𝑘)

𝐸

𝑒=1

 
(2.37) 

As a result, the update equation for each 𝑟𝑡ℎ input signal for 𝑠𝑡ℎ, the secondary path 

is given by 
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𝒘(𝒓,𝒔)(𝑘 + 1) = 𝒘(𝒓,𝒔)(𝑘) − 2𝝁 ∑ 𝐞𝐞(𝑘)𝒙(𝒓,𝒔,𝒆)

′ (𝑘)

𝑬

𝒆=𝟏

 (2.38) 

Similarly, 𝜇 is the step-size or convergence factor, 𝒙(𝒓,𝒔,𝒆)
′ (𝑘) are filtered reference 

signals, it takes a form of vector and is expressed as 

𝒙(𝒓,𝒔,𝒆)
′ (𝑘) = [𝒙(𝒓,𝒔,𝒆)

′ (𝑘), … , 𝒙(𝒓,𝒔,𝒆)
′ (𝑘 − 𝐿 + 1)]

𝑇
 

 𝒙(𝑟,𝑠,𝑒)
′ (𝑘) = 𝒙𝑟(𝑘) ∗ �̂�𝒔(𝑠,𝑒)(𝑘) (2.39) 

 

Multi-channel spatial ANC systems can increase the quiet zone in a 3-Dimensional 

space compared to single-channel spatial ANC systems. However, the multi-channel 

configuration has increased computational complexity at the cost of increasing the 

control region, which is one of the challenges faced when implementing a multi-

channel-based ANC system. In the implementation phase of the multi-channel ANC, 

setting up the position of the control loudspeakers and the error microphones is 

important for the ANC performance and can significantly impact the ANC 

performance. Additionally, the number of error microphones and the control 

loudspeakers are important. It is ideal to have a control loudspeaker for each error 

microphone. 
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Appendix B. Selection of ANC components. 

 

An in-ear microphone and a standard low-cost transceiver were selected for the 

mobility experiments of the wireless ANC system. The transceiver operates at ~ 2.4 

GHz which is a standard ISM band that is reserved for industrial, medical, and 

scientific purposes.  

 

B.1. Error microphone 

 

The in-ear microphone was picked based on mobility requirements, where the user 

can walk freely with the in-ear microphones worn in the ears. The sony microphone 

has a frequency response of 20Hz – 20kHz. A MAX4466 microphone amplifier was 

used with the microphone. Additional low-pass filtering was used to improve the 

signal-to-noise ratio. 

 

 

Figure B.1-1 Sony ECM-TL3 In-ear microphone 
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B.2. Transceivers 

 

The wireless ANC system was built using a pair of transceivers for each channel. Each 

transceiver set contains a transmitter and a receiver that are battery-operated. The 

transceivers used for the wireless ANC system are NRF transceivers model 

NRF24L01+, provided with Arduino nano boards, as shown in Figure B.1-1. The 

product is also supported with a AMS1117 voltage regulator module but is replaced 

with a LM1117 voltage regulator due to low current supply to the transceivers.  

 

 

Figure B.2-1 NRF24L01+ Transceivers set 
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Appendix C. ANC – Air-Duct additional experiment results 

 

C.1. Additional convergence plots. 

 

 

Figure C.1-1 Convergence plot for setup 1.1.1 (Air Duct Experiment) using smaller 

values of 𝝁  

 

Figure C.1-2 Convergence plot for setup W.1.1 (Air Duct Experiment) using smaller 

values of 𝝁  
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Figure C.1-3 Convergence plot for setup 1.W.1 (Air Duct Experiment) using smaller 

values of 𝝁  

 

 

 

Figure C.1-4 Convergence plot for setup W.W.1 (Air Duct Experiment) for smaller 

values of 𝝁   



  

167 

 

Appendix D. In-ear experiments results 

 

D.1. Results of in-ear ANC experiments. 

 

Table. D.1-1 Stationary experiment results compared between each setup. 

 

Setup ID Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Local noise reduction 

Using offline system identification 

W.1.1 41.938 23.320 

W.W.1 38.036 18.006 

Using online system identification 

W.1.1 37.300 21.920 

2W.1.1 (Left ear) 13.188 14.854 

2W.1.1 (Right ear) 3.462 6.262 

2W.1.1 (Average) 8.098 10.493 

2W.W.1 (Left ear) 11.946 13.260 

2W.W.1 (Right ear) 4.645 6.697 

2W.W.1 (Average) 8.472 10.207 

Noise reduction using closely spaced loudspeakers 

Using online system identification 

2W.1.1 (Left ear) 26.581 20.028 

2W.1.1 (Right ear) 18.385 17.332 

2W.1.1 (Average) 22.593 18.927 
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Setup ID Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Noise reduction using closely spaced loudspeakers 

Using online system identification 

2W.W.1 (Left ear) 28.206 20.611 

2W.W.1 (Right ear) 21.458 18.995 

2W.W.1 (Average) 24.838 19.923 
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Table. D.1-2 Steady pace head rotation experiment results compared between each 

setup. 

Setup ID Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Local noise reduction 

Using offline system identification 

W.1.1 (𝜇 = 0.1) 36.271 21.855 

W.W.1 (𝜇 = 0.2) 33.119 17.743 

Using online system identification 

W.1.1 23.282 16.469 

W.W.1 26.928 15.677 

2W.1.1 (Left ear) 12.056 13.665 

2W.1.1 (Right ear) 5.459 7.130 

2W.1.1 (Average) 9.125 10.767 

Noise reduction using closely spaced loudspeakers 

Using online system identification 

W.1.1 36.943 18.076 

2W.W.1 (Left ear) 30.262 20.843 

2W.W.1 (Right ear) 22.058 18.296 

2W.W.1 (Average) 26.285 19.813 
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Table. D.1-3 Walking experiment results compared between each setup 

Setup ID Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Local noise reduction 

Using online system identification 

W.1.1 18.339 12.815 

W.W.1 14.710 11.623 

2W.1.1 (Left ear) 12.119 9.880 

2W.1.1 (Right ear) 9.880 9.265 

2W.1.1 (Average) 10.928 9.567 

2W.W.1 (Left ear) 10.608 6.858 

2W.W.1 (Right ear) 9.378 8.850 

2W.W.1 (Average) 9.972 7.797 

Noise reduction using closely spaced loudspeakers 

Using online system identification 

W.W.1 8.743 8.226 

2W.1.1 (Left ear) 3.799 5.602 

2W.1.1 (Right ear) 8.850 9.972 

2W.1.1 (Average) 5.962 7.515 

2W.W.1 (Left ear) 1.801 3.401 

2W.W.1 (Right ear) 8.532 8.585 

2W.W.1 (Average) 4.530 5.612 
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Table. D.1-4 Results of Setup ID W.1.1 for each type of experiment 

Tonal noise reduction (dB) Narrowband noise reduction (dB) 

Stationary experiment 

Local noise reduction using offline system identification 

41.938 23.320 

Local noise reduction using online system identification 

37.300 21.920 

Steady pace head rotations experiment 

Local noise reduction using offline system identification 

36.271 21.855 

Local noise reduction using online system identification 

23.282 16.469 

Noise reduction with closely spaced loudspeakers using online system identification 

36.943 18.076 

Walking experiment 

Local noise reduction using online system identification 

18.339 12.815 
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Table. D.1-5 Results of Setup ID W.W.1 for each type of experiment 

Tonal noise reduction (dB) Narrowband noise reduction (dB) 

Stationary experiment 

Local noise reduction using offline system identification 

38.036 18.006 

Steady pace head rotations experiment 

Local noise reduction using offline system identification 

33.119 17.743 

Local noise reduction using online system identification 

26.928 15.677 

Walking experiment 

Local noise reduction using online system identification 

14.710 11.623 

Noise reduction with closely space loudspeakers using online system identification 

8.743 8.226 
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Table. D.1-6 Results of Setup ID 2W.1.1 for each type of experiment 

In-Ear Channel Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Stationary experiment 

Local noise reduction using online system identification 

Left Ear Ch 13.188 14.854 

Right Ear Ch 3.462 6.262 

Average 8.098 10.493 

Noise reduction with closely space loudspeakers using online system identification 

Left Ear Ch 26.581 20.028 

Right Ear Ch 18.385 17.332 

Average 22.593 18.927 

Steady pace head rotations experiment 

Local noise reduction using online system identification 

Left Ear Ch 12.056 13.665 

Right Ear Ch 5.459 7.130 

Average 9.125 10.767 

Walking experiment 

Local noise reduction using online system identification 

Left Ear Ch 12.119 9.880 

Right Ear Ch 9.880 9.265 

Average 10.928 9.567 
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In-Ear Channel Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Noise reduction with closely space loudspeakers using online system identification 

Left Ear Ch 3.799 5.602 

Right Ear Ch 8.850 9.972 

Average 5.962 7.515 
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Table. D.1-7 Results of Setup ID 2W.W.1 for each type of experiment 

In-Ear Channel Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Stationary experiment 

Local noise reduction using online system identification 

Left Ear Ch 11.946 13.260 

Right Ear Ch 4.645 6.697 

Average 8.472 10.207 

Noise reduction with closely space loudspeakers using online system identification 

Left Ear Ch 28.206 20.611 

Right Ear Ch 21.458 18.995 

Average 24.838 19.923 

Steady pace head rotations experiment 

Noise reduction with closely space loudspeakers using online system identification 

Left Ear Ch 30.262 20.843 

Right Ear Ch 22.058 18.296 

Average 26.285 19.813 

Walking experiment 

Local noise reduction using online system identification 

Left Ear Ch 10.608 6.858 

Right Ear Ch 9.378 8.850 

Average 9.972 7.797 
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In-Ear Channel Tonal noise reduction 

(dB) 

Narrowband noise 

reduction (dB) 

Noise reduction with closely space loudspeakers using online system identification 

Left Ear Ch 1.801 3.401 

Right Ear Ch 8.532 8.585 

Average 4.530 5.612 
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D.2. Results of in-ear ANC experiments with speech interference. 

 

Table. D.2-1 Approximated results for stationary experiments with Speech 

Interference. 

Setup ID Primary 

noise level 

(dB) 

Tonal noise 

level 

without 

speech (dB) 

Tonal noise 

level with 

speech (dB) 

Tonal noise 

reduction 

without 

speech (dB) 

Tonal noise 

reduction 

with speech 

(dB) 

Local noise reduction using offline system identification 

W.W.1 -20 -75 -65 55 45 

Local noise reduction using online system identification 

W.W.1 -20 -50 -50 30 30 

2W.W.1 

(Average) 

-20 -25 -25 5 5 

Adjacent loudspeakers noise reduction using offline system identification 

W.W.1 -20 -75 -65 55 45 

Adjacent loudspeakers noise reduction using online system identification 

W.W.1 -20 -55 -50 35 30 

2W.W.1  

(Average) 

-20 -40 -40 20 20 
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Table. D.2-2 Approximated results for head rotation experiments with Speech 

Interference. 

Setup ID Primary 

Noise Level 

(dB) 

Tonal 

Noise Level 

without 

Speech 

(dB) 

Tonal 

Noise Level 

with 

Speech 

(dB) 

Tonal 

Noise 

Reduction 

without 

Speech 

(dB) 

Tonal 

Noise 

Reduction 

with 

Speech 

(dB) 

Local noise reduction using online system identification 

2W.W.1 

(Average) 

-20 -25 -25 5 5 

Adjacent loudspeakers noise reduction using online system identification 

2W.W.1  

(Average) 

-20 -30 -30 10 10 
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Table. D.2-3 Approximated results for walking experiment with Speech Interference. 

Setup ID Primary 

Noise Level 

(dB) 

Tonal 

Noise Level 

without 

Speech 

(dB) 

Tonal 

Noise Level 

with 

Speech 

(dB) 

Tonal 

Noise 

Reduction 

without 

Speech 

(dB) 

Tonal 

Noise 

Reduction 

with 

Speech 

(dB) 

Local noise reduction using online system identification 

2W.W.1 

(Average) 

-30 -35 -35 5 5 
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