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A B S T R A C T   

The analysis of Electroencephalography (EEG) signals has been an effective way of eye state 
identification. Its significance is highlighted by studies that examined the classification of eye 
states using machine learning techniques. In previous studies, supervised learning techniques 
have been widely used in EEG signals analysis for eye state classification. Their main goal has 
been the improvement of classification accuracy through the use of novel algorithms. The trade- 
off between classification accuracy and computation complexity is an important task in EEG 
signals analysis. In this paper, a hybrid method that can handle multivariate signals and non- 
linear is proposed with supervised and un-supervised learning to achieve a fast EEG eye state 
classification with high prediction accuracy to provide real-time decision-making applicability. 
We use the Learning Vector Quantization (LVQ) technique and bagged tree techniques. The 
method was evaluated on a real-world EEG dataset which included 14976 instances after the 
removal of outlier instances. Using LVQ, 8 clusters were generated from the data. The bagged tree 
was applied on 8 clusters and compared with other classifiers. Our experiments revealed that LVQ 
combined with the bagged tree provides the best results (Accuracy = 0.9431) compared with the 
bagged tree, CART (Classification And Regression Tree) (Accuracy = 0.8200), LDA (Linear 
Discriminant Analysis) (Accuracy = 0.7931), Random Trees (Accuracy = 0.8311), Naïve Bayes 
(Accuracy = 0.8331) and Multilayer Perceptron (Accuracy = 0.7718), which demonstrates the 
effectiveness of incorporating ensemble learning and clustering approaches in the analysis of EEG 
signals. We also provided the time complexity of the methods for prediction speed (Observation/ 
Second). The result showed that LVQ + Bagged Tree provides the best result for prediction speed 
(58942 Obs/Sec) in relation to Bagged Tree (28453 Obs/Sec), CART (27784 Obs/Sec), LDA 
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(26435 Obs/Sec), Random Trees (27921), Naïve Bayes (27217) and Multilayer Perceptron 
(24163).   

1. Introduction 

The ability to decode human intentions using neural activity has a lot of practical applications [1–3]. Various neuroimaging 
modalities (e.g., magnetoencephalography, electroencephalography, functional near-infrared spectroscopy, and functional magnetic 
resonance imaging) have been used in the development of decoding applications based on neural activity. Electroencephalography or 
EEG has been widely used in various identification systems [4,5]. One of the applications of EEG has been in eye state identification 
[6]. Distinguishing between open and closed states of the eyes in real-life situations using EEG signals is a difficult research goal that is 
important for medical care and daily life tasks. Eye state identification [3,7,8] is a type of common time-series classification problem 
that has recently received a lot of attention in the research community [8,9]. EEG [10] is a technique commonly used in eye state 
classification to determine a human’s cognition state [9]. There have been several successful applications of EEG eye state classifi-
cation in the literature which are in areas of, for example, driving drowsiness detection [11], infant sleep-waking state identification 
[12], emotional arousal detection [13], personal authentication [14] and driver alertness monitoring [15]. 

Previous studies on EEG analysis have shown that machine learning is effective in eye state classification [3,8,16]. The prior 
research on EEG analysis for eye state classification widely have applied supervised learning techniques such as support vector ma-
chines [17,18], deep learning [19–22], neural network [23], and so on. These studies have mainly attempted to improve the accuracy 
of eye state classification. The trade-off between classification accuracy and computation complexity is an important task in EEG 
signals analysis which is rarely explored in previous studies. In this study, a hybrid method that can handle multivariate signals and 
non-linear is proposed with supervised and un-supervised learning to achieve a fast EEG eye state classification with high prediction 
accuracy which provides real-time decision-making applicability. We use the Learning Vector Quantization (LVQ) technique and 
bagged tree techniques. The method aims to improve both classification accuracy and time complexity of EEG signals (prediction 
speed) for eye state identification. To the best of our knowledge, there is no study to combine ensemble learning with learning vector 
quantization for improving the efficiency of eye identification systems using the analysis of EEG signals. 

The remainder of our work is as follows. A literature review is presented in Section 2. In Section 3, we present the techniques used in 
this work. We introduce the LVQ and bagged tree techniques in this section. In Section 4, method evaluation is performed. In this 
section, the dataset is introduced and analyzed and the method evaluation is performed and compared with the other classifiers. In 
Section 5, we present the conclusion. The overall results are provided along with the shortcomings and future works. 

2. Literature review 

Research on EEG classification has been carried out in diverse directions based on the application domain of the study. The 
literature has deployed several approaches in the feature extraction and classification processes and utilized diverse datasets. Varli and 
Yilmaz [24] deployed a hybrid deep learning approach that entails Convolutional Neural Network (CNN) and Long Short-Term 
Memory (LSTM) methods for EEG signals classification and the diagnosis of epileptic seizure activity. For epileptic seizure detec-
tion also, Amin, Yusoff and Ahmad [25] deployed Machine Learning (ML) approaches and used Computer Aided Diagnostic (CAD) 
approach to distinguish between normal signals and epileptic seizures. Liu, Shi, Hui, Xu, Wang, Na, Sun, Ding, Zheng and Chen [26] 
adopted a temporal and channel attention CNN approach for MI-EEG classification. The results of the study indicated an improvement 
in the performance of the proposed method over other states of art approaches in terms of efficiency and accuracy. In the context of 
sentence classification, Keles, Yildiz, Barua, Dogan, Baygin, Tuncer, Demir, Ciaccio and Acharya [27] deployed a new graph-based 
signal classification model by utilizing the testosterone chemical shape. The proposed approach indicated the superiority of the 
performance in comparison with other approaches in terms of classification accuracy. In the research by Al-Salman, Li, Oudah and 
Almaged [28], the authors deployed a new approach based on k-means clustering and the Least Square Support Vector Machine 
(LS-SVM) classification approach to classify the sleep stages. The results of the study indicated a satisfactory accuracy of the classi-
fication approach with a ratio of 97.4%. Another study that focused on the classification of the sleep stage is presented by Mousavi, 
Rezaii, Sheykhivand, Farzamnia and Razavi [29] by deploying a Deep CNN and utilizing the Sleep-EDF dataset. The study deployed a 
new single-channel approach to address the high computational issue for discriminative feature extraction and selection. In terms of 
classification accuracy, the results presented an enhanced performance when compared to other approaches. Another research by 
Michielli, Acharya and Molinari [30] focused on sleep stage classification and deployed LSTM and RNN approaches. The research also 
utilized a single-channel approach to the Sleep-EDF dataset. In terms of the neurocognitive performance evaluation, the research 
presented satisfactory results. Amin, Alsulaiman, Muhammad, Mekhtiche and Hossain [31] proposed new multi-layer CNN for EEG 
motor imagery classification. When compared with other ML and Deep Learning (DL) approaches, the proposed approach presented a 
better performance in terms of classification accuracy, with ratios of 75.7% and 95.4% on the deployed datasets. Focusing on phase 
synchronization, Li, Fan, Wang and Wang [32] introduced an enhanced approach for EEG signals classification using the Common 
Spatial Patterns (CSP) approach. The deployment of the proposed method on three datasets proved the efficiency of the approach. 
San-Segundo, Gil-Martín, D’Haro-Enríquez and Pardo [33] deployed a Deep Neural Network (DNN) approach for the classification of 
epileptic EEG recordings, with an enhancement in the outcomes over the results obtained from other approaches. In the context of 
stress classification, the study by Asif, Majid and Anwar [34] deployed four classification algorithms; namely Multilayer Perceptron 
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Table 1 
EEG classification in previous literature.  

Ref. Context Data sets DL ANN DNN CNN LSTM Graph- 
based 

LS- 
SVM 

Clustering SDG SMO MP LR CSP SVM RF KNN MLP RNN ML WT 

[24] Epileptic seizure 
diagnosis 

-Bonn dataset 
-Bern-Barcelona dataset 
-CHB-MIT dataset 

✓   ✓ ✓                

[26] MI-EEG -BCIC IV 2a dataset 
-HGD dataset    

✓                 

[27] EEG sentence 
classification 

-EEG sentence datasets      ✓               

[28] Sleep stage classification Two EEG datasets       ✓ ✓             
[29] Sleep stage classification Sleep-EDF dataset ✓   ✓                 
[31] EEG motor imagery 

classification 
-BCI Competition IV-2a 
dataset 
-High Gamma Dataset    

✓                 

[16] -Eye State classification -UCI Machine Learning 
Repository  

✓          ✓          

Ref. Context Data sets DL ANN DNN CNN LSTM Graph- 
based 

LS- 
SVM 

Clustering SDG SMO MP LR CSP SVM RF KNN MLP RNN ML WT 

[32] Phase 
synchronization 

-BCI Competition IIa 
dataset 
-BCI Competition I dataset 
-BCI Competition III dataset             

✓        

[33] Epileptic EEG 
recordings 

-Bern-Barcelona EEG 
dataset 
-Epileptic Seizure 
Recognition dataset   

✓ ✓                 

[34] Stress classification Developed by the authors         ✓ ✓ ✓ ✓         
[35] Stress classification Developed by the authors            ✓  ✓ ✓ ✓ ✓    
[30] Sleep stage 

classification 
Sleep-EDF database     ✓             ✓   

[25] Epileptic seizure 
diagnosis 

-Bonn dataset                   ✓  

[37] Brain electrical 
activity 

-EEG data                    ✓ 

Deep Learning: DL, Artificial Neural Networks: ANN, Convolutional Neural Networks: CNN, Long-Short Term Memory: LSTM, Motor Imagery Electroencephalogram: MI-EEG, Least Square Support Vector 
Machine: LS-SVM, Common Spatial Patterns: CSP, Deep Neural Network: DNN, Logistic Regression: LR, Multilayer Perceptron: MP, Sequential Minimal Optimization: SMO, Stochastic Decent Gradient: 
SDG, Support Vector Machine: SVM, Random Forest: RF, K-Nearest Neighbors: KNN, Multi-Layer Perceptron: MLP, Recurrent Neural Network: RNN, Machine Learning: ML, Wavelet Transform: WT. 
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(MP), Logistic Regression (LR), Stochastic Decent Gradient (SDG), and Sequential Minimal Optimization (SMO). The study focused on 
the impact of music tracks on the level of stress using EEG signals. The study revealed that LR has better performance in terms of 
classification accuracy. The study also examined the influences of different factors on stress; gender, music genres, and music tracks. In 
an experimental study, the author in Ref. [35] focused also on stress classification through the lenses of Power Spectral Density (PSD). 
For the classification process, the researchers deployed several techniques including LR, SVM, Random Forest (RF), K-Nearest 
Neighbors (KNN), and Multi-Layer Perceptron (MLP). The results of the study indicated better performance with respect to stress 
detection by SVM, RF, and MLP approaches. Although both works by Asif, Majid and Anwar [34] and Perez-Valero, Lopez-Gordo and 
Vaquero-Blasco [35] deployed several techniques for stress classification following an experimental design, their results were 
different. Contrary to the work by Ref. [34], the results by Perez-Valero, Lopez-Gordo and Vaquero-Blasco [35] indicated the worst 
performance for the LR approach. Much effort has been made to deploy effective discriminating statistical quantifiers focusing on 
analyzing the time series [36]. To analyze EEG time series, a new approach for EEG evaluation based on the wavelet transform was 
deployed by Ref. [37] aiming to address the qualitative variation of the signal in terms of frequency and time. In the context of eye state 
classification, the author in Ref. [16] deployed LR and ANN with an overall accuracy of 88.2%. Table 1 presents the summary of 
previous literature on EEG classification. 

3. Method 

This study employed LVQ and bagged tree techniques for eye state identification through the use of EEG signals. In this section, we 
present the techniques used in this work. We introduce the bagged tree and LVQ techniques in this section. 

3.1. Bagged trees 

A machine learning technique called ensemble combines different learning algorithms to produce a model with improved pre-
dictive performance over the model’s individual components [38,39]. AdaBoost (adaptive boosting) [40], Boosting [41], Gradient 
boosting machines [42], Stacked generalization (blending or stacking) [43], Random Forest [44] and Bootstrapped aggregation 
(Bagging) [45,46] are some examples. What types of weak learners to combine and how to aggregate their outputs are two crucial 
design decisions. Decision Trees are supervised learning algorithms that are commonly used to create an explainable machine learning 
algorithm. An algorithm that has a tree-like structure and is constructed using sets of mutually exclusive if-then rules is known as a 
decision tree. The most crucial rules are usually kept close to the tree’s root, and these if-then statements are drawn from the malware 
and benign training datasets fed to the model. 

The high variance that decision trees experience is a drawback. This means that the outcomes we get could be very different if we 
divide the training data into two parts at random and fit a decision tree to each half. A Bootstrap aggregation technique called bagging 
is used to lower the variance of a statistical learning method. Bagged Trees is a machine-learning approach that aims to improve the 
accuracy of various types of models [46]. In this case, it is attempted to boost the accuracy of the constructed Decision Tree models. 
Bagging is the process of aggregating classifiers over bootstrap datasets, in which a dataset D is divided into multiple smaller datasets 
Si, each with n values. These n sample values could be replaced in one of the other Si sets. After this step, the ensemble classifier 
generates a number of fine decision trees. The model is then fed the test set, and one sample is run through each of the decision trees it 
generates. The model tallies the classification outcomes of each decision tree. The ensemble algorithm can then use a plurality rule to 
determine the classification of a given sample once it has reached this stage. A bagged tree has the potential to be more accurate than a 
simple decision tree because it has the ability to completely delete or erase the decision tree that produced an unstable result, 
improving the accuracy of the subsequent sample and the model as a whole. 

We define f̂ (x) as a decision tree built from a dataset with predictors in x. Thus, f̂
1
(x), f̂

2
(x) , …, f̂

Q
(x) can be calculated using Q 

separate training sets and the average of them to minimize variance. In general, access to multiple training sets is limited, so bagging 
relies on Bootstrapping approach. By generating Q different bootstrapped training data sets and then training the data sets to obtain 

f̂
∗q
(x). Finally, by taking the average of all predictions, we can define bagging as in Eq. (1). 

f̂ bag(x)=
∑Q

q=1
f̂
∗q
(x) (1) 

Because it deals with the problem with high variance, bagging is frequently used in conjunction with decision trees. It is possible to 
make an overall prediction by building Q decision trees based on Q bootstrapped training sets; the mean predicted value for an 
observation corresponds to the predicted probability. The model classifier uses a selected threshold to classify the observation. It is 
common to use a threshold of 0.5, which causes the model to assign an observation to the Q predictors’ most frequently predicted class; 
this is referred to as majority voting. 

3.2. LVQ 

In this study, the data clustering is performed using the LVQ technique. Clustering has been effective in handling large datasets for 
different applications [47–53]. LVQ algorithms are regarded as interpretable machine learning techniques. The initial LVQ models 
developed by Refs. [54,55] are heuristic methods driven by Bayes decision theory and vector quantization. Heuristic implies that we do 

M. Nilashi et al.                                                                                                                                                                                                        



Heliyon 9 (2023) e15258

5

not directly optimize a loss function. The simplest LVQ scheme is method LVQ1, which has the pseudocode in Algorithm 1. In order to 
ensure that each class in the dataset is represented by at least one prototype, we first define the set of prototypes W. A suitable scheme 
is then used to initialize the prototypes. As random vectors, for instance, or as randomly selected data samples from the pertinent class, 
or as k-means over the data samples from the pertinent class, and so forth. The next two steps are repeated: 

i. We first randomly chose a training sample (x, c(x)) from the training dataset D and choose the most similar prototype w∗ through 
Eq. (2). 

w∗(x)= argminwk=W d(x,wk) (2) 

ii. We push the prototype w∗ slightly in the direction of x (attraction) and pull it slightly in the opposite direction (repulsion) if the 
input’s class label c(x) and the closest prototype’s class label c(w∗) are equal. 

A learning rate η > 0 controls the applied shift’s magnitude. We apply the Best Matching Prototype Principle (BMPP) to categorize 
random data points after the model has been trained. The Euclidean distance dE is typically used by LVQ1 in accordance with Eq. (3). 

dE(x, y)=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(x − y)T
(x − y)

√

(3)  

With respect to a prototype, the gradient of dE is calculated by Eq. (4): 

∇wdE(x,w)=
1

dE(x,w)
(x − w) if dE(x,w) ∕= 0 (4)   

Algorithm 1: LVQ1 Procedure 
1. Inputs 
2. (T,dissimilarity measure d,prototypes W, learning rate η,number of steps N)

3. W ← initialize the set of prototypes 
4. i←0 
5. While i < N Do 
6. i←i+ 1 
7. x, c(x)← randomly select a training sample from D 
8. w∗←w∗(x)
9. If c(w∗) = c(x) Then 
10. s← − 1 
11. Else 
12. s←1 
13. △w∗←s(x − w∗)

14. w∗←w∗—η △ w ∗
15. Return W (return the trained prototypes)  

4. Method evaluation 

In this section, method evaluation is performed. We present the dataset. The method evaluation is performed and the results are 
compared with the other classifiers. 

4.1. Dataset 

The data corpus used in this study was gathered and compiled by Roesler and made available for public use on the UCI data re-
pository [56]. This dataset is widely used for eye state identification [8,23]. The dataset consists of unprocessed electromagnetic 

Fig. 1. Location of 14 electrodes of Emotiv EEG device.  
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recordings made from a participant’s scalp and data on the participant’s eye state (eyes open or closed) during the same time period. 
With the Emotiv EEG neuro headset, which is depicted in Fig. 1, a single continuous EEG measurement was used to generate all of the 
data. The dataset contains 14980 patterns and 14 features (see Table 2), where the 14 features are data collected by the 14 sensors 
depicted in Fig. 1. The correlations among the features are shown in Table 3. In Fig. 2, the features are visualized using two principal 
components (PC1 and PC2) [57–59] (see Table 4). The measurement lasted for 117 s. During the EEG measurement, the eye state was 
picked up using a camera, and after reviewing the video frames, it was manually added to the file. 

Three instances of the numbers 899, 10387, 11510, and 13180 in this eye state corpus have obvious errors, making them outliers 
that should be removed before the experiments. As a result, only 14976 instances were used in the experiments performed by Roesler. 
In the corpus output, “0”, for the eye-open state, and “1” stands for the eye-closed state. There are 8254 legal instances of eyes open and 
6722 legal instances of eyes closed. 

Table 2 
Dataset information.  

Descriptive Statistics (Eye-Open)  

N Minimum Maximum Mean Std. Deviation 

Statistic Statistic Statistic Statistic Std. Error Statistic 

AF3 8254 4197.95 4504.10 4298.0686 .44746 40.65200 
F7 8254 3924.10 4156.92 4012.7937 .34821 31.63500 
F3 8254 4197.44 4386.15 4262.8903 .24437 22.20171 
FC5 8254 4073.33 4250.26 4123.3197 .22636 20.56495 
T7 8254 4304.62 4463.59 4341.5613 .17701 16.08134 
P7 8254 4566.15 4756.92 4621.1798 .21219 19.27816 
O1 8254 4027.18 4178.46 4071.9733 .19597 17.80437 
O2 8254 4567.2 4731.8 4614.925 .2005 18.2165 
P8 8254 4152.3 4320.0 4200.308 .1890 17.1726 
T8 8254 4152.82 4362.56 4229.4507 .21929 19.92239 
FC6 8254 4100.00 4332.31 4200.0248 .27390 24.88416 
F4 8254 4201.03 4397.95 4276.9300 .23122 21.00663 
F8 8254 4443.08 4833.85 4602.1036 .36759 33.39582 
AF4 8254 4205.64 4573.33 4356.6255 .44705 40.61546 
Descriptive Statistics Eye-Closed)  

N Minimum Maximum Mean Std. Deviation 
Statistic Statistic Statistic Statistic Std. Error Statistic 

AF3 6722 4198.97 4445.13 4305.4429 .40806 33.45631 
F7 6722 3905.64 4138.97 4005.4726 .33592 27.54161 
F3 6722 4212.31 4367.18 4265.5488 .24547 20.12595 
FC5 6722 4058.46 4214.36 4121.2210 .25996 21.31324 
T7 6722 4309.74 4435.38 4341.5613 .22053 18.08085 
P7 6722 4574.87 4708.72 4618.6865 .21273 17.44129 
O1 6722 4026.15 4167.18 4073.8663 .29449 24.14483 
O2 6722 4567.7 4695.9 4616.849 .2249 18.4396 
P8 6722 4147.7 4287.7 4202.611 .2263 18.5517 
T8 6722 4174.36 4323.08 4233.3547 .23610 19.35768 
FC6 6722 4130.77 4319.49 4204.7597 .28914 23.70626 
F4 6722 4225.64 4368.72 4281.7420 .22655 18.57421 
F8 6722 4510.26 4811.28 4610.8060 .39992 32.78862 
AF4 6722 4246.15 4552.82 4367.0500 .42470 34.81985  

Table 3 
Correlations among the features.   

F4 F3 FC6 T8 P8 F8 T7 AF4 AF3 O2 P7 FC5 O1 F7 

F4 1.000 0.833 0.836 0.764 0.669 0.823 0.533 0.838 0.797 0.592 0.508 0.565 0.583 0.377 
F3 0.833 1.000 0.667 0.640 0.563 0.624 0.644 0.708 0.755 0.546 0.595 0.765 0.491 0.565 
FC6 0.836 0.667 1.000 0.801 0.678 0.843 0.533 0.741 0.650 0.594 0.495 0.407 0.513 0.250 
T8 0.764 0.640 0.801 1.000 0.828 0.714 0.629 0.589 0.501 0.724 0.653 0.401 0.574 0.177 
P8 0.669 0.563 0.678 0.828 1.000 0.537 0.640 0.389 0.319 0.867 0.708 0.368 0.667 0.143 
F8 0.823 0.624 0.843 0.714 0.537 1.000 0.361 0.864 0.758 0.415 0.310 0.361 0.385 0.248 
T7 0.533 0.644 0.533 0.629 0.640 0.361 1.000 0.299 0.349 0.655 0.835 0.680 0.662 0.491 
AF4 0.838 0.708 0.741 0.589 0.389 0.864 0.299 1.000 0.943 0.285 0.214 0.473 0.334 0.414 
AF3 0.797 0.755 0.650 0.501 0.319 0.758 0.349 0.943 1.000 0.225 0.231 0.606 0.318 0.585 
O2 0.592 0.546 0.594 0.724 0.867 0.415 0.655 0.285 0.225 1.000 0.721 0.357 0.645 0.106 
P7 0.508 0.595 0.495 0.653 0.708 0.310 0.835 0.214 0.231 0.721 1.000 0.544 0.657 0.329 
FC5 0.565 0.765 0.407 0.401 0.368 0.361 0.680 0.473 0.606 0.357 0.544 1.000 0.396 0.750 
O1 0.583 0.491 0.513 0.574 0.667 0.385 0.662 0.334 0.318 0.645 0.657 0.396 1.000 0.259 
F7 0.377 0.565 0.250 0.177 0.143 0.248 0.491 0.414 0.585 0.106 0.329 0.750 0.259 1.000  
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4.2. LVQ and bagged trees results 

We evaluated the proposed method on the EEG eye state dataset. The method was run on Microsoft Windows 10 Pro and a laptop 
with Processor Intel(R) Core(TM) i7-6700HQ CPU @ 2.60 GHz, 2592 Mhz, 4 Core(s), and 8 Logical Processor(s). Cross Validation is 
one of the most popular techniques for assessing model performance on in-sample estimates [52,60–65]. The entire training sample is 
used in the 5-fold cross-validation, which divides the sample into 5 roughly equal portions. The model trained on the remaining 4 folds 
will be tested on each fold in the fifth fold. We demonstrate a five-fold cross-validation example in Fig. 3. The percentage of samples 

Fig. 2. Visualization of features for (a) F7-PC1, (b) F3-PC1, (c) FC5-PC1, (d) T7-PC1, (e) P7-PC1, (f) O1-PC1, (g) O2-PC1, (h) P8-PC, (i) T8-PC1, (j) 
FC6-PC1, (k) F4-PC1, (l) F8-PC1, (m) AF4-PC1, and (n) PC2-PC1. 
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from each class is preserved when using the stratified method, and a random fold will choose observations at random from the entire 
set. A dataset that is used as a training set and another set that is used to validate the trained model will be produced by the effect. 

LVQ was applied to segment the data for eye state identification in bagged trees. The number of clusters per the dataset classes was 
set to 4. In addition, the learning rate in LVQ was set to 0.005. Distance normalization was performed by the variance. According to the 
pre-defined number of clusters, totally 8 clusters were generated from the data. The weights for global nodes and the nodes for clusters 
(eye-open) and clusters (eye-closed) are shown in Fig. 4. The clusters are visualized in Fig. 5 using three principal components (PC1, 

Fig. 2. (continued). 

Table 4 
PCA results.  

Axis Eigen value Difference Proportion (%) Cumulative (%) 

1 8.304187 6.177272 59.32% 59.32% 
2 2.126915 0.528787 15.19% 74.51% 
3 1.598128 1.146541 11.42% 85.92% 
4 0.451587 0.119461 3.23% 89.15% 
5 0.332127 0.055693 2.37% 91.52% 
6 0.276434 0.093429 1.97% 93.50% 
7 0.183005 0.013030 1.31% 94.80% 
8 0.169975 0.026441 1.21% 96.02% 
9 0.143534 0.016425 1.03% 97.04% 
10 0.127109 0.027207 0.91% 97.95% 
11 0.099902 0.010210 0.71% 98.66% 
12 0.089692 0.018652 0.64% 99.30% 
13 0.071039 0.044673 0.51% 99.81% 
14 0.026366 – 0.19% 100.00% 
Tot. 14.000000 – – –  
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PC2, and PC3). Cluster centroids are presented in Table 5. 
After data clustering, the ensemble models were developed by bagged trees for each cluster of LVQ. The bagged tree was performed 

on EEG signals for binary classification (eye-open and eye-closed). Using a 5-fold cross-validation, the models were verified and 
evaluated on the test data. We did not perform any feature selection, accordingly, in each cluster, we used all features (AF3, F7, F3, 
FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4) of EEG signals in bagged trees for binary classification. 

In this study, we used ROC (Receiver Operating Characteristics)-AUC (Area under the Curve) as a performance metric for classi-
fication methods that assessed class separability. For displaying the two types of errors simultaneously for all potential thresholds, the 
ROC curve was found to be a suitable diagram. The false positive rate (FPR) and true positive rate (TPR) were used in the ROC curve. 
The number of observations that are correctly classified in each class is indicated as true negatives or TN and true positives or TP. False 
positives or FP and false negatives or FN, on the other hand, represented observations that are misclassified. The AUC is a measure of a 
classifier’s overall performance over all feasible thresholds. The model’s ability to accurately predict classes of Eye-Closed and Eye- 
Open increases with increasing AUC, indicating that AUC falls within the range [0.5, 1], where AUC = 1 denotes perfect class sep-
aration and 0.5 denotes a classifier that performs no better than chance. It was also possible to determine the models’ accuracy using 
the confusion matrix depicted in Fig. 6. We used accuracy in this study as a well-known performance indicator that calculated the 
model’s overall classification performance as shown in Fig. 7 for the first segment of LVQ. 

We also compare the results of the proposed bagged tree and LVQ with other classifiers, CART (Classification And Regression Tree) 
[66], bagged tree, LDA (Linear Discriminant Analysis) [67], Random Trees [68], Naïve Bayes [69] and Multilayer Perceptron [70]. The 
results of comparisons are presented in Table 6 for minimum, maximum, and mean accuracies. 

The results reveal that the method which combines LVQ with a bagged tree (AUC = 0.9628; Accuracy = 0.9431) provides the best 
results in terms of AUC and accuracy in the test and train set. It is found that when LVQ is combined with the bagged tree, the results are 

Fig. 3. 5-Fold cross-validation.  

Fig. 4. The weights in LVQ nodes.  
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better than the method which solely uses the bagged tree (AUC = 0.8783; Accuracy = 0.8618). In addition, the comparison results 
show that overall the bagged tree method works better in relation to the CART (AUC = 0.8352; Accuracy = 0.8200), LDA (AUC =
0.8091; Accuracy = 0.7931), Random Trees (AUC = 0.8574; Accuracy = 0.8311), Naïve Bayes (AUC = 0.8702; Accuracy = 0.8331) 
and Multilayer Perceptron (AUC = 0.7641; Accuracy = 0.7718) on the EEG signals for eye state classification. Overall, our findings 
reveal that clustering of EEG signals with the aid of ensemble learning can improve the accuracy of the classification. This indicates 
that the use of ensemble learning combined with clustering techniques may be an efficient way in handling large EEG datasets and 
classification tasks. 

In this research, we conducted a two-step statistical test to compare the developed machine learning method with other methods, 
Bagged Tree, CART, LDA, Random Trees, Naïve Bayes, and Multilayer Perceptron. We utilized the Friedman test [71] and post hoc tests 
to evaluate the methods (prediction models) over the dataset. The Holm method [72] was used for pairwise comparisons of the control 
model, which was set as in the proposed method. We found that LVQ + Bagged Tree had the lowest rank and a p-value of 1.45 × 10− 11, 
which was lower than the threshold of 0.05 (0.05 in this study) (see Table 7). This indicated a significant difference between LVQ +
Bagged Tree and Bagged Tree, CART, LDA, Random Trees, Naïve Bayes, and Multilayer Perceptron. We then proceeded with the post 
hoc test using the Holm method for the estimation of the performance differences between LVQ + Bagged Tree and other methods. The 
outcomes of the post hoc test showed that the LVQ + Bagged Tree had significant differences in performance when compared to other 
methods (p-value < 0.05) (see Table 8). 

We also provide the time complexity of the methods for prediction speed (Observation/Second). The result is provided in Fig. 8. 
The result shows that LVQ + Bagged Tree provides the best result for prediction speed (58942 Obs/Sec) in relation to Bagged Tree 

Fig. 5. Visualization of 8 clusters on (a) PC1-PC2 and (b) PC3-PC1.  

Table 5 
Cluster centroids.  

Attribute Cluster n1 Cluster n2 Cluster n3 Cluster n4 Cluster n5 Cluster n6 Cluster n7 Cluster n8 

AF3 4291.893662 4293.461639 4329.504462 4353.221116 4241.191887 4284.156608 4299.611888 4415.060661 
F7 3997.340619 3995.309873 4001.448576 4054.478789 4013.459247 4007.650741 4007.555985 4079.334841 
F3 4256.021207 4260.733769 4273.032329 4322.626944 4234.078356 4255.021220 4265.802234 4294.333263 
FC5 4114.175121 4114.025418 4118.180823 4175.210324 4116.286697 4118.183803 4122.791195 4155.497569 
T7 4330.232405 4333.653021 4345.003914 4397.098012 4337.331089 4339.235980 4344.451099 4339.704990 
P7 4606.189704 4612.409360 4622.634513 4678.426152 4614.453736 4617.768736 4626.066184 4609.346182 
O1 4053.757717 4058.720797 4091.822022 4125.538864 4062.942708 4072.854426 4078.208139 4066.439378 
O2 4600.219991 4619.660006 4626.070885 4669.181163 4600.573535 4610.022766 4620.813079 4601.678932 
P8 4185.286600 4204.171351 4214.777764 4249.724782 4180.068302 4195.501709 4207.469540 4191.649751 
T8 4218.055842 4233.330421 4248.880938 4280.194562 4199.413494 4222.012172 4237.873057 4231.173780 
FC6 4189.974865 4200.576312 4229.030067 4251.166484 4158.501006 4189.856699 4207.860045 4226.092918 
F4 4269.501285 4277.136310 4298.915453 4325.825390 4244.001129 4268.370172 4282.185059 4308.344747 
F8 4596.870373 4600.532459 4645.177594 4657.171332 4536.340393 4590.661410 4609.382098 4660.494015 
AF4 4351.722554 4356.681279 4399.484851 4409.851310 4287.285769 4342.120770 4361.486080 4463.490712  
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(28453 Obs/Sec), CART (27784 Obs/Sec), LDA (26435 Obs/Sec), Random Trees (27921), Naïve Bayes (27217) and Multilayer Per-
ceptron (24163). 

5. Conclusion 

The analysis of EEG signals using machine learning has proven to be an effective method for determining eye states. New methods 
based on machine learning techniques have aided the identification systems in their accuracy improvements and real-time decision- 
making. Although the previous methods have been effective in EEG data analysis, the use of solely supervised learning techniques may 
not be an efficient way in the analysis of large datasets. In fact, handling large datasets can be a critical issue in the analysis of large 
datasets with many features in terms of time complexity and accuracy of classification. Accordingly, this study attempted to develop a 
new method using supervise and un-supervised learning techniques. We relied on ensemble and clustering machine learning ap-
proaches. A bagged tree along with LVQ was used in this study to increase the accuracy of EEG classification meanwhile improve the 
time complexity. The method was evaluated on a real-world EEG dataset which included 14976 instances after the removal of outlier 
instances. Using LVQ, 8 clusters were generated from the data. A bagged tree was applied on 8 clusters and compared with other 
classifiers. Our experiments revealed that LVQ combined with the bagged tree provides the best results (AUC = 0.9628; Accuracy =
0.9431) compared with the other classifiers, which demonstrates the effectiveness of incorporating ensemble learning and clustering 
approaches in the analysis of EEG signals. We also provided the time complexity of the methods for prediction speed (Observation/ 
Second). The result showed that LVQ + Bagged Tree provides the best result for prediction speed (58942 Obs/Sec) in relation to 
Bagged Tree (28453 Obs/Sec), CART (27784 Obs/Sec), LDA (26435 Obs/Sec), Random Trees (27921), Naïve Bayes (27217) and 
Multilayer Perceptron (24163). Although the proposed method provides better results compared with the other classifiers, this method 

Fig. 6. Confusion matrix with classification metrics.  

Fig. 7. ROC-AUC results in first segment for (a) Eye-Closed and (b) Eye-Open.  
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Table 6 
The comparisons of the methods.  

Performance index LVQ + Bagged Tree Bagged Tree CART LDA Random Trees Naïve Bayes Multilayer Perceptron 

Train Test Train Test Train Test Train Test Train Test Train Test Train Test 

Accuracy Max 0.9434 0.9534 0.8696 0.8895 0.8212 0.8423 0.8055 0.8098 0.8331 0.8499 0.8427 0.8681 0.7987 0.8143 
Min 0.9427 0.9521 0.8541 0.8658 0.8187 0.8370 0.7807 0.7933 0.8291 0.8415 0.8236 0.8483 0.7591 0.7811 
Mean 0.9431 0.9528 0.8618 0.8777 0.8200 0.8397 0.7931 0.8015 0.8311 0.8457 0.8331 0.8582 0.7789 0.7977 

AUC Max 0.9644 0.9733 0.8845 0.9057 0.8372 0.8600 0.8218 0.8288 0.8666 0.8753 0.8744 0.8831 0.7718 0.7918 
Min 0.9611 0.9714 0.8721 0.8821 0.8331 0.8523 0.7964 0.8092 0.8483 0.8681 0.8661 0.873 0.7565 0.7743 
Mean 0.9628 0.9724 0.8783 0.8939 0.8352 0.8561 0.8091 0.8190 0.8574 0.8717 0.8702 0.8780 0.7641 0.7830  
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can be further developed using optimization and incremental learning techniques. In addition, other versions of LVQ with ensemble 
learning techniques could be applied and evaluated on the EEG datasets for their time complexity and accuracy. 
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Table 7 
Friedman test results.  

Method Friedman Rank p-Value 

LVQ + Bagged Tree 4.06 1.45 × 10− 11 

Bagged Tree 8.21 
CART 7.78 
LDA 10.25 
Random Trees 8.03 
Naïve Bayes 9.57 
Multilayer Perceptron 11.43  

Table 8 
The results of post hoc test.  

Method Comparisons Post Hoc p-Value Result 

LVQ + Bagged Tree vs. Bagged Tree 0.000843 Significant 
LVQ + Bagged Tree vs. CART 0.000658 Significant 
LVQ + Bagged Tree vs. LDA 0.001092 Significant 
LVQ + Bagged Tree vs. Random Trees 0.001096 Significant 
LVQ + Bagged Tree vs. Naïve Bayes 0.000884 Significant 
LVQ + Bagged Tree vs. Multilayer Perceptron 0.001269 Significant  

Fig. 8. The comparisons of the methods for prediction speed.  
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