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1. ABSTRACT

In the present paper, the problem of inclusion of the absolute method of summability \( |N,q| \) with that of \( |N,r| \) has been considered. Necessary and sufficient condition for which \( |N,q| \subseteq |N,r| \) is established, and non-trivial examples on which this inclusion holds or not have been constructed.

2. Introduction

Let \( A \) be a sequence-to-sequence transformation

\[
t_n = \sum_{k=0}^{\infty} A_{n,k} S_k : n = 0,1,2,\ldots
\]

(1)

The sequence \( \{S_n\} \) is said to be summable \((A)\) to \( S \) if \( t_n \to S \) as \( n \to \infty \), and if in addition, \( \{t_n\} \) is of bounded variation, then \( \{S_n\} \) is said to be absolutely summable \((A)\) or summable \(|A|\).

Let \((N,r)\) denote the Norlund method in which the sequence \( \{S_n\} \) is transformed into the sequence \( \{t_n\} \), where

\[
t_n = \left[ \sum_{k=0}^{n} r_{n-k} S_k : R_n = r_0 + r_1 + \ldots + r_n \right]
\]

(2)

and

\[
R_n \neq 0 \text{ (all } n \geq 0) ; R_{-m} = r_{-m} = 0 ; (m > 0).
\]

(3)

The special case in which \( r_n = 1 \) (all \( n \geq 0 \)), then \((N,r)\) reduces to a simple arithmetic mean of \((C,1)\).

Each sequence \( \{q_n\} \) for which \( Q_n = q_0 + q_1 + \ldots + q_n \neq 0 \) (all \( n \geq 0 \)) for each \( n \) defines the weighted mean method \((\overline{N},q)\) of the sequence \( \{S_n\} \), where

\[
i_n^q = \frac{1}{Q_n} \sum_{k=0}^{n} q_k S_k, \ n = 0,1,2,\ldots
\]

(4)
**Summability Methods.**

**Inclusion Relation Between Two Absolute Summability Methods**

A method of summability is called regular, if it sums every convergent series to its ordinary sum. It follows from Toeplitz's Theorem (Hardy [6]; theorem 2) that \((N,r)\) is regular if, and only if,

\[
\lim_{n \to \infty} \frac{r_n}{R_n} = 0 \quad \text{as} \quad n \to \infty
\]

and

\[
\sum_{k=0}^{n} |r_n| = O(|R_n|),
\]

and that \((\bar{N},q)\) is regular if, and only if,

\[
|Q_n| \to \infty \quad \text{as} \quad n \to \infty,
\]

and

\[
\sum_{k=0}^{n} |q_n| = O(|Q_n|),
\]

Let \(A\) be a sequence-to-sequence transformation given by \((1)\). If whenever \(\{S_n\}\) has a bounded variation it follows that \(\{r_n\}\) has a bounded variation, and if the limits are preserved, we shall say that \(A\) is absolutely regular.

We shall write throughout \((A) \subseteq (B)\) to mean that any series summable by the method \((A)\) to sum \(s\) is necessary summable \((B)\) to the same sum. We shall write for any sequence

\[
\Delta U_n = U_n - U_{n+1}.
\]

3. Inclusion Relations

On inclusion relations of different summability methods much work has been done already e.g (see [1], [2], [3], [4], [5], [6], and [7]).

4. Object of the Paper

The object of this paper is to obtain results involving an inclusion relation of two absolute summability methods \(|(\bar{N},q)|\) and \(|(N,r)|\). The main result will be concluded in section (6), and some special cases will be concluded in section (7).

5. Preliminary Results

This section is devoted to result that is necessary for our purposes.

**Theorem (5-1)** (Mears [8]). The sequence-to-sequence transformation given by \((1)\) is absolutely regular if, and only if, the following conditions are satisfied:

\[
A_{n,k} \to 0 \quad \text{as} \quad n \to \infty \quad \text{for each} \quad k,
\]

\[
\sum_{k=0}^{n} A_{n,k} \to 1 \quad \text{as} \quad n \to \infty,
\]

and

\[
\sum_{n=0}^{\infty} \left| \sum_{u=k}^{\infty} A_{n,u} - \sum_{u=k}^{\infty} A_{n+1,u} \right| = O(1) \quad (k \to \infty).
\]

6. Main Result

In this section we shall prove our main result:

**Theorem (6-1)** Suppose that \((\bar{N}, q)\) and \((N, r)\) are both regular, \(q_n \neq 0 \quad (\text{all} \quad n \geq 0)\), then \(|(\bar{N},q)| \subseteq |(N,r)|\) if, and only if:

\[
\sum_{n=k}^{\infty} \left| \Delta_n \frac{1}{R_n} \left( R_n r_{n+1} + \frac{q_n}{q_k} r_{n-k} \right) \right| = O(1), \quad \text{for all} \quad k \geq 0,
\]

where

\[
\Delta_n \beta_{n,k} = \beta_{n,k} - \beta_{n+1,k}.
\]

**Proof of Theorem (6-1).** Let \(\{t_n^q\}, \{t_n^r\}\) be respectively the \((N, r)\) and \((\bar{N}, q)\) transform of \(\{S_n\}\). Using the inversion formula of \((4)\) to obtain \(S_n\) in terms of \(t_n^q\) and substitute this in \((2)\) to obtain \(t_n^r\) in terms of \(t_n^q\), we have

\[
t_n^r = \sum_{k=0}^{n} \alpha_n \cdot k \cdot t_n^q,
\]

where

\[
\alpha_n = \frac{Q_n}{R_n q_n},
\]

\[
\alpha_n = \frac{Q_n}{R_n} \Delta_k^{-1} \frac{r_{n-k}}{q_n}, \quad 0 \leq k \leq n - 1,
\]

and

\[
\alpha_{n,k} = 0 \quad \text{otherwise}
\]

To prove the result, it is enough to show that the conditions of Theorem (5.1) are all satisfied. Condition (9) follows from (16), and the special case in which \(S_n = 1\) (all \(n \geq 0\)) gives \(t_n^r = t_n^q = 1\), which by (14) and (17) implies that

\[
\sum_{k=0}^{\infty} \alpha_{n,k} = 1.
\]
This gives (10). The left hand side of (11) is equivalent to
\[ \sum_{n=0}^{\infty} \sum_{u=0}^{\infty} a_{n,u} - \sum_{u=0}^{\infty} a_{n+1,u} = \sum_{n=0}^{\infty} a_{n+1,u}, \]
which by (17) and (18) reduces to:
\[ \sum_{n=0}^{\infty} \sum_{u=0}^{\infty} a_{n,u} - \sum_{u=0}^{\infty} a_{n+1,u} \]
(19)

Using (16), it may be easily seen that
\[ \sum_{n=0}^{k} a_{n,1} = 1 - \frac{R_{n-k}}{R_n} + \frac{Q_{n-1} r_{n-k}}{q_k r_n}. \]
(20)

Using (20), we see that (19) reduces to:
\[ \sum_{n=k+1}^{\infty} \Delta n \left( \frac{R_{n-k-1} + \frac{q_k}{q_k} r_{n-k}}{R_n} \right). \]

Therefore, (11) is satisfied if, and only if (12) is valid. This completes the proof.

Remark (6.1): We remark that \( a_{n,n} = O(1) \) is necessary (but not sufficient) condition for (11) to be satisfied.

7. Examples
In this section we will give three examples. In the first example, we will give non-trivial special cases for which \( |(\tilde{N}, q)| \subseteq |(N, r)| \). In the second example, we will consider the special case in which \( (N, r) \) is (C,1) and find necessary and sufficient condition for which \( |(\tilde{N}, q)| \subseteq |(C,1)| \). Lastly, we will construct two sequences \( \{q_n\} \) and \( \{r_n\} \) to show that even if both \( (\tilde{N}, q) \) and \( (N, r) \) are regular \( \tilde{N}, q \notin (N, r) \).

Example (7.1). Let
\[ r_n = e^n - e^{-n}; \quad n \geq 1; \quad r_0 = 1, \]
(21)
and
\[ q_n = \frac{1}{n+1}; \quad n \geq 0, \]
(22)
then \( |(\tilde{N}, q)| \subseteq |(C,1)| \).

Proof. The assumptions imply that
\[ R_n = e^n; \quad n \geq 0, \]
(23)
and
\[ Q_n \leq \ln (n+1); \quad n \geq 1, \]
(24)
so
\[ Q_n \leq \frac{n+1}{2^n}; \quad n = 0. \]
(25)

The result would follow if we show that (12) is satisfied. The left hand side of (12) is equivalent to:
\[ |q_k| + \left| \sum_{k} a_k r_k \right| - \left| \sum_{k} a_k q_k \right| + \left| \sum_{k} a_k q_k r_k \right| = (25) \]

Using (21)-(24), we see that each term inside the sigma of (25) is equal to zero, and the first two terms of (25) is less than \( \frac{2Q_k}{q_k R_k} \) which is equivalent to:
\[ \frac{2Q_k}{(k+1) e^k} < \frac{k+1}{e^k} \to 0 \text{ as } k \to \infty. \]

Therefore, (12) is valid and Theorem (6.1) yields the result.

Remark (7.1). We remark that if the assumption given by (21) in example (7.1) is the only assumption, then the sufficient condition for \( |(N, q)| \subseteq |(N, r)| \) is that
\[ Q_n = O(q_n), \]
(26)
but (26) is not necessary. For this take \( q_n = n + 1, n \geq 0 \), then
\[ Q_n = \frac{(n+1)(n+2)}{2}, n \geq 0, \]
and so
\[ \frac{Q_n}{q_n} = \frac{(n+1)(n+2)}{2e^n (n+1)} = \frac{1}{2} \text{ as } n \to \infty. \]

Using this, it follows from (25) that (12) is valid, and so
\[ |(\tilde{N}, q)| \subseteq |(N, r)|. \]

But \( \frac{Q_n}{q_n} = \frac{1}{2} \text{ (n+2) } \neq 0 (1) \).

Example (7.2). Let \( (N, r) \) be (C,1), then \( |(\tilde{N}, q)| \subseteq (C,1) \) if, and only if,
\[ \frac{Q_n}{q_n} = 0 (n). \]
(27)

Proof. Using Theorem (6.1) and substitute \( r_n = 1, R_n = n + 1, n \geq 0 \), it follows from (25) that \( |(\tilde{N}, q)| \subseteq |(C,1)| \) if, and only if,
\[ \frac{Q_k}{(k+1) q_k} + \frac{1}{q_k (k+1) (k+2)} - \frac{1}{k+2} \]
(28)
and
\[ + \sum_{n=k+1}^{\infty} \frac{n-k}{n+1} \frac{n-k+1}{n+2} + \frac{Q_k}{q_k} \left( \frac{1}{n+1} - \frac{1}{n+2} \right) = O(1) \]
(29)

Therefore, (12) is valid and Theorem (6.1) yields the result.
which is equivalent to:

\[
\left| \frac{Q_k}{(k+1)q_k} \right| + \left| \frac{Q_k}{q_k(k+1)(k+2)} \right| + \left| \frac{Q_k - (k+1)}{q_k} \frac{1}{k+2} \right| = O(1)
\]

which is clearly equivalent to (27).

**Example (7.3).** Let

\[ r_n = \sqrt{n+1} - \sqrt{n}, \quad (n \geq 0) \quad (28) \]

and

\[ q_n = 2n + 1, \quad (n \geq 0), \quad (29) \]

then \((\overline{N},q)\) and \((N,r)\) are regular, but \(\overline{N},q \notin \overline{N},r\).

**Proof.** Using (28) and (29), we have

\[ R_n = \sqrt{n+1}, \quad (n \geq 0), \quad (30) \]

and

\[ Q_n = (n+1)^2, \quad (n \geq 0). \quad (30) \]

Using (28)-(31), it may be easily seen that (5)-(8) are all satisfied, and Toeplitz's Theorem shows that \((\overline{N},q)\) and \((N,r)\) are regular. Next, to show that \(\overline{N},q \notin \overline{N},r\), it is enough to show that (12) is not valid. Using (29)-(31), we see that the first term of (25) is equivalent to:

\[ \frac{(k+1)^2}{(2k+1)^{(k+1)}} \sim \frac{1}{2^{k+1}} \neq O(1). \]

Therefore, (12) is not satisfied, and the proof is completed.
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