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Abstract 

Background A direct consequence of global warming, and strongly correlated with poor physical and mental health, 
food insecurity is a rising global concern associated with low dietary intake. The Coronavirus pandemic has further 
aggravated food insecurity among vulnerable communities, and thus has sparked the global conversation of equal 
food access, food distribution, and improvement of food support programs. This research was designed to identify 
the key features associated with food insecurity during the COVID‑19 pandemic using Machine learning tech‑
niques. Seven machine learning algorithms were used in the model, which used a dataset of 32 features. The model 
was designed to predict food insecurity across ten Arab countries in the Gulf and Mediterranean regions. A total 
of 13,443 participants were extracted from the international Corona Cooking Survey conducted by 38 different coun‑
tries during the COVID ‑19 pandemic.

Results The findings indicate that Jordanian, Palestinian, Lebanese, and Saudi Arabian respondents reported 
the highest rates of food insecurity in the region (15.4%, 13.7%, 13.7% and 11.3% respectively). On the other hand, 
Oman and Bahrain reported the lowest rates (5.4% and 5.5% respectively). Our model obtained accuracy levels 
of 70%‑82% in all algorithms. Gradient Boosting and Random Forest techniques had the highest performance levels 
in predicting food insecurity (82% and 80% respectively). Place of residence, age, financial instability, difficulties 
in accessing food, and depression were found to be the most relevant features associated with food insecurity.

Conclusions The ML algorithms seem to be an effective method in early detection and prediction of food insecurity 
and can profoundly aid policymaking. The integration of ML approaches in public health strategies could poten‑
tially improve the development of targeted and effective interventions to combat food insecurity in these regions 
and globally.
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Introduction
Food insecurity (FI) has been a major global health con-
cern, particularly in low- and middle-income countries. 
FI is defined as a lack of access to sufficient and affordable 
food [1, 2]. Improper diet, unhealthy eating habits and 
lifestyles [2–4], limited food availability, lack of access 
to food, and proper food consumption to meet dietary 
needs have been evidenced as major factors that contrib-
ute to food insecurity [5–7]. According to the State of 
Food Security and Nutrition in the World (SOFI) report, 
food insecurity can have a serious impact on people’s 
health of all ages and may include several adverse health 
effects such as depression, diabetes, obesity, anxiety, and 
hypertension [8]. Furthermore, the SOFI report indicated 
that the COVID-19 pandemic increased chronic hunger 
between 2019 and 2020 [8]. The Global Humanitarian 
Overview report indicated that about 265 million peo-
ple needed humanitarian assistance during the year 2021 
due to the COVID-19 pandemic [9–11]. Several stud-
ies reported that the COVID-19 pandemic significantly 
impacted global food insecurity and poverty, mainly in 
low- and middle-income countries that have limited 
access to food, as they experienced high rates of unem-
ployment, income inequality, and disruption of social 
safety programs [11, 12].

In the Arab region, mainly in Jordan, Lebanon and Pal-
estine, the pandemic has severely affected the countries’ 
national economies, in particular the services sectors, 
the supply chain, the markets, and trade, all of which 
have directly impacted food supply, demand, and access 
[8, 11]. Several studies reported that low- and middle-
income countries were most affected by the COVID-19 
pandemic, and thus presented an increase in food inse-
curity [6, 10]. A United Nations Economic and Social 
Commission for Western Asia (ESCWA) study reported 
that around 8.3 million people in the Arab region ran 
the risk of falling into poverty and income crises due to 
lockdowns, which increased the number of food-insecure 
and undernourished persons [5, 10]. Furthermore, Khar-
roubi et  al.’s study indicated that food insecurity among 
Lebanese increased from 27% to 36%-39% due to the 
pandemic [5, 10]. Similarly, World Food Program (WFP) 
reports indicated that 53% and 34% of Jordanians and 
Palestinians are vulnerable to food insecurity respec-
tively [1, 9, 13, 14]. Although Gulf Cooperation Council 
(GCC) countries (Bahrain, Kuwait, Oman, Qatar, Saudi 
Arabia, and United Arab Emirates) have been considered 
the most food-secure countries in the Arab world, the 
COVID-19 pandemic and the current global crises have 
affected food accessibility and caused food insecurity 
concerns in the GCC region [15, 16].

Food insecurity is an interdimensional concept that 
encompasses food availability, access to food, and food 

consumption diversity. Food insecurity is prevalent when 
individuals are limited or are unable to acquire nutri-
tious food without resorting to emergency situations. 
Food security, on the other hand, represents a condition 
whereby a person has “physical and economic access to 
sufficient, safe, and nutritious food that meets their die-
tary preference for an active and healthy lifestyle” [17]. 
Several traditional methods have been developed for the 
assessment and depiction of households’ food insecu-
rity. However, current frameworks for identifying food 
in/security do not incorporate statistical models that 
account for data on key indicators. Indeed, the status quo 
for identifying food insecurity and its risk factors is based 
on international food assessments. For instance, the Food 
Security Phase Classification System (IPC) presents key 
challenges in terms of early warning for food insecurity 
as they are infrequent and complex, its assessments are 
difficult to replicate or confirm, and does not integrate a 
full scope of data that integrates all variables [18].

In addition, the Food Consumption Score (FCS) has 
been used to measure the quantity and diversity of food 
consumption [17–19]. Furthermore, household surveys, 
satellite-based remote sensing, the FAO’s Food Bal-
ance Sheets, and vulnerability analyses, among others 
are also utilized for analyzing food security. Although 
these methods offer insights into food security dynamics, 
there is a lack of consensus about preferred methodolo-
gies and reflects inefficient results of survey instruments 
when collecting information on food insecurity from sev-
eral dimensions [19]. In fact, no existing survey instru-
ment is currently able to collect all necessary indicators 
in a timely manner, and with high frequency. Nonethe-
less, this paper aims to demonstrate a novel model uti-
lizing machine learning for the identification of food in/
security.

Recently, machine learning (ML) techniques have 
introduced a transformative approach to this domain. It 
processes diverse datasets, identifies patterns, and pre-
dicts food shortages with enhanced accuracy [20–23]. 
ML’s iterative learning model, driven by continuous 
data integration, allows it to adjust predictions based 
on dynamic factors like climatic variances, geopolitical 
changes, and economic fluctuations. This adaptability 
ensures that food security interventions are data-driven 
and optimized. While traditional methods provide foun-
dational understanding of food security challenges, 
machine learning strengthens this knowledge, offer-
ing a more robust and responsive toolset for addressing 
the multifaceted and ever-evolving challenges of food 
security.

Data mining and Machine Learning (ML) techniques 
have been used in several studies as efficient tools for 
predicting and identifying the risk factors associated with 
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food insecurity [20, 24–26]. K-Nearest Neighbor (KNN), 
Random Forest (RF), Logistic regression and Support 
Vector Machine (SVM) are among the ML models that 
have been assessed for the prediction of food insecu-
rity [24, 27, 28]. A number of studies utilizing ML tech-
niques have been pivotal by introducing innovative and 
comprehensive methodologies for data classification and 
variable identification. In rural Bangladesh, Hossain et al. 
attempted to determine food insecurity by studying the 
effectiveness of integrating various household indicators. 
Their methodological design aimed at obtaining accurate 
and budget-friendly indicators that could serve as reli-
able proxies for calorie intake, a pivotal metric in food 
security. They used a comparative approach, introduc-
ing subjective indicators and dietary diversity to an initial 
basic dataset. The inclusion of these additional indicators 
elevated the predictive accuracy significantly from 63% to 
69%, emphasizing the value of multifaceted data inputs 
[29].

Similarly, Meerza et  al. study aimed to identify key 
household characteristics that distinguish between food-
secure (FS) and food-insecure (FI) households in Bang-
ladesh. The research balanced both traditional statistical 
methods and advanced machine learning models. Among 
the identified predictors, factors such as household size, 
household expenditure, livestock assets, age of the house-
hold head, and household assets. The proposed model 
achieved an 83 percent accuracy in predicting FI house-
holds within the sample. The use of interpretable ML 
techniques also allowed for understanding the nature of 
the association between FI households and household 
characteristics [28]. Gao et al., in their study on Afghan 
households, examined the ML models to identify vul-
nerable household characteristics and to predict food-
insecure households [24]. Their analytical framework not 
only confirmed the relevance of well-established deter-
minants, such as income levels and household size, but 
also brought to the fore unconventional indicators, like 
the material composition of dwelling walls, indicative of 
accumulated wealth. This approach advances the limits 
of traditional thought, suggesting the multi-dimensional 
nature of factors influencing food security [24].

Moreover, a variety of ML techniques have been 
assessed by researchers, some have produced higher pre-
diction scores. For instance, Christensen et  al. involved 
the application of machine learning in predicting food 
crises in multiple countries using a dataset from the 
World Bank. Their ambitious approach exceeded tradi-
tional models, leveraging the power of neural networks. 
The analysis revealed a positive correlation between food 
crises and the vegetation index and food price index. 
The year-agnostic neural network model showed excel-
lent performance, achieving high recall, precision, and 

f1 scores, surpassing current prediction efforts for food 
crises [30].

Furthermore, In Georgiana et al.’s study, the ML mod-
els were used for identifying food insecurity in the food 
sharing network, the authors indicated that Random For-
est and AdaBoost had higher prediction accuracies and 
produced a complex features structure that contributes 
to food insecurity [31]. In Doreswamy et  al.’s study, the 
ML models were used in household food insecurity clas-
sifications, among them are the KNN, Logistic Regres-
sion (LR), RF, and SVM models; the RF reported the best 
accuracy for features classifications and importance with 
an accuracy rate of 99.98% [32]. The main objective of 
the study was to develop a predictive model that assists 
in the early identification of food insecurity, rather than 
to directly reverse the adverse effects of food insecurity. 
The features that are affected by food insecurity, like BMI 
or certain lifestyle habits, were included in the model as 
potential predictors, given their likely role in identifying 
the risk of food insecurity. Despite their mutual relation-
ship with food insecurity, these factors’ inclusion can 
potentially improve the model’s performance in detecting 
those at earlier risk.

The reasons of including these features in the ML 
model in the study based on the assumption that many 
aspects of an individual’s life, including their health sta-
tus (like BMI), lifestyle habits, and social circumstances, 
can act as indicators of their food security status [33, 
34]. For example, an individual with a low BMI might 
be undernourished due to limited access to sufficient 
food, suggesting a potential risk of food insecurity [30]. 
Conversely, if an individual is food insecure, they may 
not have access to sufficient or nutritious food, leading 
to a lower BMI. This complex relationship is similarly 
observed with lifestyle habits. Certain habits, such as 
infrequent meal patterns or reliance on less nutritious 
food, could be both a reaction to and a predictor of food 
insecurity.

The ML model used in this study for identifying pat-
terns and making accurate predictions, doesn’t neces-
sarily elucidate causality. The features used in the model 
could be viewed as indicators that can assist in iden-
tifying individuals or communities potentially at risk, 
rather than definitive causes of food insecurity. How-
ever, it is crucial to note that ML should complement 
other types of analysis and human judgment in shaping 
interventions and policies. Therefore, a more compre-
hensive understanding of the cause-and-effect dynamics 
in food insecurity would impose further research and a 
multi-disciplinary approach to fully capture the issue’s 
complexity.

The existing studies have made significant con-
tributions to understanding the use of ML models 
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in predicting and identifying risk factors associated 
with food insecurity, nevertheless, the existing mod-
els mainly focused on food accessibility and availabil-
ity. However, a knowledge gap still exists in providing 
valuable insights into the quality and diversity of food 
available to the targeted population, which are key ele-
ments of food security, in addition to the inclusion of 
other factors, such as socio-economic and socio-demo-
graphic variables. While the COVID-19 pandemic’s 
impact on food insecurity is discussed, the prepared-
ness of these models to predict the outcomes of future 
unforeseen global or regional pandemics remains unad-
dressed. Furthermore, the studies don’t sufficiently con-
sider the need for localized models given cultural and 
economic disparities, as they mainly focus on individual 
factors over broader societal dynamics, the translation 
of findings into policies, the long-term implications of 
ML interventions, and capacity building in areas with 
limited resources. Nonetheless, the literature provides 
valuable insights into the state of food insecurity and 
the potential of ML in predicting it. Yet, there is a clear 
need for more comprehensive research that bridges the 
gaps identified, offering a holistic approach to the chal-
lenge of food insecurity.

Consequently, this study provides better under-
standing of the direct consequences of the COVID-19 
pandemic on health and poverty indices in low- and 
middle-income countries. Therefore, this study aims to 
investigate the performance of different ML techniques 
in predicting and identifying risk factors associated 
with food insecurity based on food consumption score, 
which represents the food quality and diversity during 
the COVID-19 pandemic, specifically focusing on the 
impact of the pandemic on health and poverty indices 
in the region.

Methods
Aim
The study aimed to identify the key determinants of food 
insecurity within the Arab region during the COVID-19 
pandemic through a novel approach, ML algorithms.

Setting
The “Corona Cooking Survey April 2020” [35] conducted 
by 38 different countries during the COVID -19 pan-
demic was used for this study. The survey was distrib-
uted to over 300 participants per country in each of the 
following Arab countries: (Palestine, Lebanon, Jordan, 
Kuwait, Oman, Qatar, Saudi Arabia, United Arab Emir-
ates, and Bahrain. The survey data was collected by the 
research team between April  17th and June  25th, 2020.

Design
Data source
The dataset was extracted from the international “Corona 
Cooking Survey April 2020” [29]. The survey was 
designed as a multi-language survey including the Ara-
bic language to facilitate data collection among different 
countries. The data collection instrument assessed the 
effect of the COVID-19 lockdown on adults’ health and 
nutrition. The survey included several types of informa-
tion, such as COVID-19 Lockdown Measures, COVID-
19 Feelings (Kessler K6 scale), Food Literacy Scale, 
Shopping Experiences and Behavior, Cooking Behavior 
and Attitudes, Seeking Recipes & Food Content, Eating 
Behaviors (Food Frequency Questionnaire), Food Advice 
Sources, E-drinking and E-dining, anthropometric meas-
urements, and lifestyle and eating habits. The survey was 
distributed through different social media platforms and 
through the partner universities’ networks. The final sam-
ple included over 300 participants per country. Countries 
that acquired a lesser number of samples were excluded 
from the analysis. The data relating to food insecurity 
in Arab countries were extracted from the International 
Survey. Overall, 13,443 participants aged over 18 years 
were included in the ML model development.

Model features
The features were extracted from the main study vari-
ables, accessible via  https:// osf. io/ nz9xf/ files/  [29]. The 
study features contain respondents’ data from before 
and after the COVID-19 lockdown. The ML models used 
food insecurity as the main target variable for assessing 
the performance of ML in predicting and identifying 
associated risk factors. Food insecurity was defined in 
reference to the Food Consumption Score (FCS), which 
is an indicator used to assess dietary diversity before and 
after the pandemic. The FCS was categorized into two 
groups: Low FCS if the FCS < 42 (Unacceptable), and high 
FCS score if the FCS scores >  = 42 (Acceptable). Thus, 
food insecurity was determined based on the FCS clas-
sification. The low FCS group was considered a food inse-
cure group, while the high FCS group was considered a 
normal group. Detailed information about the study vari-
ables’ definition and calculation can be found in Hoteit 
et al. [29].

The study used interconnected nature of social deter-
minants of health, clinical features, and food insecurity. 
By understanding these relationships, the study attempts 
to develop an early detection system for food insecurity 
using ML models.

The social determinants of health, which include fac-
tors like socioeconomic status, education, and physical 
environment, among others, have been well-documented 

https://osf.io/nz9xf/files/
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to influence access to sufficient and nutritious food [9, 
31]. For instance, low-income households might struggle 
to afford healthy meals, contributing to food insecurity. 
On the contrary, communities with food insecurity may 
face limited educational and economic opportunities, 
thus creating a feedback loop. By identifying such pat-
terns, the ML model can predict potential food insecu-
rity based on existing social determinants of health [32, 
36]. As for clinical features, factors such as body mass 
index (BMI) or presence of certain health conditions may 
provide valuable insights into an individual’s nutritional 
status, which is intrinsically linked to food security [10]. 
For instance, an unusually low BMI might suggest mal-
nutrition due to inadequate food access, a possible sign 
of food insecurity [37]. Meanwhile, certain diseases may 
impact a person’s ability to obtain or consume nutritious 
food, thereby exacerbating food insecurity.

In our study the clinical features and social determi-
nants of health were used as predictors of food insecu-
rity, the existence of these factors provides information 
that an individual or a community is at risk. Therefore, 
by training ML models to recognize these features, we 
can potentially identify food insecurity early, even before 
more severe symptoms manifest. This enables timely 
interventions to alleviate food insecurity and prevent its 
harmful effects on physical and mental health.

Data preprocessing
Data underwent a preprocessing procedure prior to 
building the ML models. The preprocessing phase 
included data cleaning, formatting, missing data treat-
ment, and data categorization. The data cleaning process 
included the null value data, the text-to-numeric conver-
sion, and the missing data treatment.

In the data set, imbalanced data was encountered as 
1529 participants were categorized as food insecure, and 
11,914 participants were categorized as food secure. An 
imbalanced data set might bias the ML model’s estima-
tion by providing more weight to the dominant class [38]. 
The simple and effective Min–Max Normalization tech-
nique was used to scale features to a common range to 
ensure that all the features were on the same scale, and to 
allow the model to make more accurate predictions. The 
minimum and maximum values for each feature were 
first calculated, followed by subtracting the minimum 
value from all feature values and dividing the resulting 
tables by the range (i.e., the difference between the maxi-
mum and minimum values) to ensure that all the features 
were scaled between 0 and 1.

ML models description
Seven ML models were used in this study to assess 
the performance of ML in predicting food insecurity 

among Arab countries following the COVID-19 pan-
demic. Logistic Regression (LR), Gradient Boosting 
(GB), Support Vector Machine (SVM), Random Forest 
(RF), Artificial Neural Network (ANN), Naïve Bayes 
(NB), and k-nearest neighbors’ algorithm (k-NN) were 
built and evaluated considering their performance 
measures.

Logistic Regression (LR) Logistic regression serves as 
a supervised machine learning algorithm for classifica-
tion, facilitating the prediction of the likelihood of an 
outcome variable [23]. This outcome, or dependent vari-
able, inherently has a binary nature, signifying that only 
two potential outcomes are possible. The algorithm’s 
extensive usage arises from its ability to construct a 
model reflecting the association between the dependent 
and independent variables by utilizing the logistic func-
tion. Essentially, logistic regression is a linear model that 
computes the likelihood of an observation being part of 
a specific class. The algorithm develops a linear equation 
aligned with the gathered data, subsequently applying 
a sigmoid function to convert the resultant value into a 
probability range of 0 to 1. This approach is rooted in the 
maximum likelihood estimation principle that aims to 
determine the best-fitting values for the coefficients tied 
to the independent variables. Regularization strength, 
denoted as (C), is a parameter that balances the perfect 
fit to the training data and mitigates overfitting. Another 
parameter, the penalty (L1 or L2), decides the type of reg-
ularization applied, where L1 encourages sparsity while 
L2 governs the size of the coefficients.

One of the appealing features of logistic regression is 
its ability to be interpreted. The coefficients tied to the 
independent variables depict both the extent and the 
direction of their impact on the dependent variable. 
The algorithm performs optimally when the associa-
tion between independent variables and the dependent 
variable is linear or can be adjusted into a linear form. 
However, its effectiveness may decrease when handling 
intricate non-linear relationships.

Gradient Boosting (GB) Gradient Boosting is a super-
vised machine learning algorithm used for classification 
and regression problems. It is a powerful boosting algo-
rithm that combines several weak learners into strong 
learners, in which each new model is trained to minimize 
the loss function such as mean squared error or cross-
entropy of the previous model using gradient descent. 
In each iteration, the algorithm computes the gradient 
of the loss function with respect to the predictions of 
the current ensemble and then trains a new weak model 
to minimize this gradient. The predictions of the new 
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model are then added to the ensemble, and the process is 
repeated until a stopping criterion is met.

Gradient Boosting is an ensemble learning method that 
combines multiple weak learners, usually decision trees, 
to create a strong predictive model. GB builds the model 
in an iterative manner, focusing on the samples with 
higher errors in each iteration. It updates the model by 
adding weak learners that correct the mistakes of the pre-
vious ones [39].

The GB algorithm works by fitting the weak learners 
sequentially, where each subsequent learner learns from 
the mistakes of its predecessors. It assigns higher weights 
to the misclassified instances, thereby boosting their 
importance in subsequent iterations. The learning rate 
(learning_rate) determines the contribution of each weak 
learner to the final prediction.

GB has the advantage of being able to capture complex 
relationships between the features and the target variable. 
It handles high-dimensional data well and can effectively 
handle non-linear relationships. The maximum depth of 
individual regression estimators (max_depth) controls 
the complexity of the trees, while the number of boost-
ing stages (n_estimators) determines the number of weak 
learners to be combined.

Support Vector Machine (SVM) Support Vector 
Machine is a powerful supervised learning algorithm 
used for classification and regression tasks. SVM con-
structs a hyperplane or a set of hyperplanes in a high-
dimensional space to maximize the separation between 
different classes [23, 39]. The choice of the kernel deter-
mines the decision boundary shape.

SVM works well when the classes are well-separated, 
and the number of features is relatively small. The kernel 
trick allows SVM to implicitly map the data into a higher-
dimensional space, where the classes can be linearly 
separated. The regularization parameter (C) controls the 
trade-off between maximizing the margin and minimiz-
ing the classification error.

SVM aims to find the optimal hyperplane that maxi-
mizes the margin between the support vectors, which are 
the closest instances to the decision boundary. The kernel 
coefficient (gamma) controls the influence of individual 
training samples on the decision boundary. A low gamma 
value results in a smooth decision boundary, while a high 
gamma value makes the decision boundary more flexible.

Random Forest (RF) Random Forest is an ensemble 
learning method that constructs multiple decision trees 
and combines their predictions to make a final decision. 
Each tree is built using a random subset of the training 

data and a random subset of the features [23, 39]. RF 
reduces overfitting and improves accuracy by averaging 
the predictions of multiple trees.

RF handles high-dimensional data well and can capture 
non-linear relationships between features and the target 
variable. The number of trees in the forest (n_estima-
tors) determines the number of decision trees to be con-
structed. The maximum depth of the tree (max_depth) 
controls the depth of each individual tree, while the max-
imum number of features considered for splitting (max_
features) determines the number of features to consider 
for each split. The criterion for splitting (gini or entropy) 
determines the measure of impurity used to evaluate the 
quality of a split.

Random Forest combines the predictions of the indi-
vidual trees by either majority voting (classification) or 
averaging (regression). This ensemble approach helps 
reduce the impact of individual trees’ biases and improves 
the overall accuracy and robustness of the model.

One advantage of Random Forest is its ability to handle 
noisy data and outliers. It can also provide insights into 
feature importance, as it calculates the average decrease 
in impurity for each feature across all trees. Furthermore, 
it is computationally efficient and can handle large data-
sets with high-dimensional features.

Artificial Neural Network (ANN) Artificial Neural Net-
work is an adaptable and powerful ML model inspired 
by the structure and function of the human brain. ANN 
consists of interconnected nodes (neurons) organized 
in layers. Each neuron performs a weighted sum of its 
inputs, applies an activation function, and passes the out-
put to the next layer [23].

ANN can learn complex patterns and capture non-
linear relationships between features and the target vari-
able. The architecture of an ANN includes the number 
of hidden layers, the number of neurons in each hidden 
layer, and the activation function used. The learning rate 
(alpha) controls the step size in updating the weights dur-
ing training, while the regularization parameter (lambda) 
helps prevent overfitting [39].

Training an ANN involves forward propagation, where 
the inputs are passed through the network to generate 
predictions, and backward propagation, where the errors 
are propagated back to update the weights. The choice 
of activation function, such as sigmoid, ReLU, or tanh, 
affects the model’s ability to model non-linearities.

ANN can be computationally expensive, especially 
with large datasets and complex architectures. However, 
it has the advantage of being able to learn hierarchical 
representations of the data, making it suitable for tasks 
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involving image recognition, natural language process-
ing, and complex pattern recognition.

Naïve Bayes (NB) Naïve Bayes is a probabilistic classi-
fier based on Bayes’ theorem with an assumption of fea-
ture independence given the class label. Despite its sim-
plicity, NB performs well in many classification tasks, 
especially when the independence assumption holds. It is 
fast and requires a small amount of training data [40].

NB calculates the probability of an instance belonging 
to a certain class by multiplying the conditional prob-
abilities of each feature given the class. The algorithm 
assumes that the features are conditionally independent, 
which allows for efficient training and classification.

NB does not have many parameters to tune. However, 
it can handle both categorical and numerical features by 
assuming different probability distributions. For categori-
cal features, NB uses the frequency of occurrences, while 
for numerical features, it applies probability density esti-
mation [40].

One advantage of NB is its interpretability. It provides 
straightforward explanations of the classification deci-
sions based on the probability calculations. NB is par-
ticularly effective in text classification tasks, such as spam 
filtering and sentiment analysis, where the independence 
assumption aligns well with the nature of textual data.

k‑nearest neighbors’ algorithm (k‑NN) The k-nearest 
neighbors’ algorithm is a non-parametric, lazy learning 
algorithm that classifies data based on their proximity to 
other data points. In k-NN, the “k” represents the num-
ber of nearest neighbors used to determine the class of a 
given data point [41]. The algorithm assigns the class that 
is most common among its k nearest neighbors.

The choice of k determines the balance between bias 
and variance in the model. A smaller value of k (e.g., 
k = 1) leads to low bias but high variance, meaning the 
model is more susceptible to noise. On the other hand, 
a larger value of k (e.g., k = 5) reduces the impact of indi-
vidual data points but may introduce higher bias [41].

k-NN relies on distance metrics, such as Euclidean dis-
tance or Manhattan distance, to measure the similarity 
between data points. The algorithm searches the training 
dataset to find the k nearest neighbors and assigns the 
class based on majority voting.

k-NN is a simple and intuitive algorithm that can be 
applied to both classification and regression tasks. It does 
not require training and is robust to noisy data. How-
ever, its main drawback is its computational complexity, 
especially with large datasets, as it needs to calculate dis-
tances for each query instance.

ML models parameters
The models’ features were categorized into two groups: 
1) the dependent variable, represented by the food 
consumption score, and 2) the independent variables, 
including all associated features. The features are further 
represented in Table 1.

The ML models were built based on the data ratio of 
70:20:10 for training, testing, and validation. The grid 
search method and cross-validation with 10-folds were 
used for parameters’ optimizations. The following param-
eters were set for the ANN, RF, and SVM:

◦ In Artificial Neural Networks, the hidden layer had 
100 neurons, with a 600-maximum number of itera-
tions in reference to the logistic activation function.

◦ The Random Forest trees were set to 1000 with 5 
maximum depth trees, and the leaf node minimum 
number was set to 1, while the maximum number of 
samples to split the internal nodes was set to 2.

◦ The SVM regularization parameter was set to 10, the 
RFB kernel was set to 0.001, and the bias error con-
trol factor was set to 1.

Based on the parameters optimization results, the opti-
mized algorithms (ANN, SVM, RF) were used in identi-
fying and predicting food insecurity.

Data analysis
Data cleaning, transformation, and normalization pro-
cesses were conducted prior to building the ML data 
analysis. The final dataset consisted of 13,446 partici-
pants. The seven ML models were built and performed 
using the python orange data mining software, which was 
then used for testing and validating the ML models [42].

The study has made use of a diverse range of ML mod-
els that cover a broad spectrum of ML methodologies, 
from linear models (LR) to ensemble methods (GB and 
RF), and from instance-based methods (k-NN) to neural 
networks (ANN).

However, there are alternative machine learning 
(ML) algorithms and approaches that could potentially 
be explored to predict food insecurity. For example, 
the Decision Tree models, such as the Classification 
and Regression Trees (CART), which offer simplicity 
and ease of interpretation. Additionally, if the data-
set includes images the deep learning techniques like 
Convolutional Neural Networks (CNN) or Recurrent 
Neural Networks (RNN) could also be considered. Our 
analysis did not include these algorithms because of the 
specific nature of the study problem and dataset. The 
utilized models were selected because of their simplic-
ity, accuracy, and interpretability, which is crucial when 
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addressing complex and sensitive matters like food 
insecurity. Deep learning models, although powerful, 
often function as enigmatic entities, providing lim-
ited insight into the factors contributing to their pre-
dictions. Conversely, models such as Decision Trees 
have the potential to overfit the training data and may 
not generalize well to new, unseen data. The models 
selected for this study aim to achieve a practical bal-
ance between predictive capability and interpretability, 
making them a prudent choice.

Nonetheless, it is always beneficial to explore and val-
idate the application of other ML algorithms in predict-
ing food insecurity. As future work, researchers could 
consider conducting systematic model comparison 

studies to identify the best performing models for this 
specific task. This could not only enhance the predic-
tion accuracy but also deepen our understanding of the 
complex nature of food insecurity.

Model features importance analysis
The Shapley Additive exPlanations (SHAP) is a crucial 
method utilized to determine the importance of various 
features in interpreting the predictions made by any ML 
model. Drawing from cooperative game theory, SHAP 
equitably assigns the influence of each feature in deter-
mining the model’s outcome [21, 24]. It assists in under-
standing the distinct contribution of each feature to the 
prediction of food insecurity. This enables us to quantify 

Table 1 The list of variables used in the machine learning model

Code Name Description Value

1 Gender Gender 1 = Male, 2 = Female

2 FCS_category FCS Status 1 = Not Acceptable, 2 = Acceptable

3 FCS_variation Variation of FCS during lockdown 1 = Decreased, 2 = The same, 3 = Increased

4 Region_of_living Living region 1 = MENA, 2 = GULF

5 Country _Living Arabic Countries Bahrain, Egypt, Jordan, Palestine, Lebanon, Saudi 
Arabia, Emirate, Oman, Kuwait

6 Family_Income Family Income Level 1 = Low, 2 = Average, 3 = High

7 Education Education Level  >  = Secondary, > Secondary

8 WatchTV Number of Hours watching TV 1 =  < One Hour, 2 = 1–2 Hours, 3 = 3–4 Hours, 5 = 5h + 

9 Computer use Number of Hours using computer 1 =  < One Hour, 2 = 1–2 Hours, 3 = 3–4 Hours, 5 = 5h + 

10 Employment Employment status 1 = Employed, 2 = Unemployed

11 BMI Body Mass Index (BMI) 1 = Normal, 2 = Overweight, 3 = Obese

12 AgeGroup Age in years 1 = 18–23, 2 = 24–29, 3 = 30–39. 4 = 40 + 

13 Cooking_Money Don’t have Money for Cooking 1 = Yes, 2 = No

14 Access_Food Don’t have access to food for Cooking 1 = Yes, 2 = No

15 Cooking_Facilities Don’t have access to cooking tools for cooking 1 = Yes, 2 = No

16 Famiy_Size Family Size 1 =  <  = 5 persons, 2 =  > 5 Person

17 Financial_Problems Financial difficulties until the end of the month  > 5 per

18 Financial_Shopping Financial difficulties in Shopping 1 = Yes, 2 = No

19 PHA Physical Activity during lockdown 1 = Low Active, 2 = Moderate, 3 = Highly Active

20 Smoking Smoking Before COVID‑19 1 = Yes, 2 = No

21 Mother_SHOP_3 Mother usually did food shopping 1 = Yes, 2 = No

22 Father_SHOP_4 Father usually did food shopping 1 = Yes, 2 = No

23 Hopeless I feel hopeless 1 = Yes, 2 = No

24 restless I feel restless or fidgety 1 = Yes, 2 = No

25 require_efforts I feel that everything requires effort 1 = Yes, 2 = No

26 worthless I feel worthless 1 = Yes, 2 = No

27 nervous I feel nervous 1 = Yes, 2 = No

28 depressed I feel so depressed that nothing could cheer me up 1 = Yes, 2 = No

29 Moretime_activity I feel I have more time than usual in doing activities 1 = Yes, 2 = No

30 struggle_financially I feel I struggle financially 1 = Yes, 2 = No

31 connected I feel more connected than usual 1 = Yes, 2 = No

32 lockdown_duration Lockdown duration (Weeks) 1 =  < 12 weeks, 2 >  = 12 weeks
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the significance of each feature in the decision-making of 
the model.

Different performance measures were used to evalu-
ate whether the ML models can predict food insecurity 
levels and the associated risk factors, such as accuracy, 
specificity, precision, recall, and F-measure.

Results
Statistical analysis
The food consumption score (FCS) was used to identify 
the food insecure (FI) and food secure (FS) participants. 
The borderline and not acceptable FCS group were con-
sidered food insecure, while those with acceptable FCS 
were considered food secure. Overall, 9.3% out of 13,443 
participants reported low and borderline FI rates among 

Arab countries. Results in Fig. 1 show the distribution of 
FI and FS by country. The findings indicate that the Jorda-
nian, Palestinian, Lebanese, and Saudi Arabian respond-
ents reported the highest FI rates in the region (15.4%, 
13.7%, 13.7% and 11.3% respectively). On the other hand, 
Oman and Bahrain reported the lowest FI rates (5.4% and 
5.5% respectively).

The ML models used a balanced data set of 4,259 par-
ticipants extracted from the general data set of 13,443 
participants. The connectivity between the associated 
features and food insecurity was described by the cor-
relation matrix as illustrated in Table 2. The correlation 
matrix compares the target variable (FCS) with the study 
features and identifies which features are most corre-
lated with the outcome variable. The results indicated 

Fig. 1 Food security status by country

Table 2 Correlation between study features and food consumption score

* P < 0•05, **P < 0•001

Features Correlation- Value Features Correlation-Value

Gender ‑.090** Use Computer .149**

BMI .143** Education Level ‑.057**

Region .202** I feel hopeless 0.017

Don’t have money for cooking .090** I feel restless or fidgety .046**

Don’t have access to food for cooking facilities .103** I feel that everything requires effort 0.023

Don’t have access to cooking tools for cooking .110** I feel worthless ‑0.017

Family Size ‑0.029 I feel nervous .037*

Facing Financial difficulties to the end of the month .035* I feel so depressed 0.012

Financial difficulties in Shopping 0.014* I feel I have more time than usual .045**

Physical Activity during lockdown .075** I feel I struggle financially 0.04*

Smoking During COVID‑19 0.004 I feel more connected than usual .063**

Food shopping by mother 0.003 Lockdown duration (Weeks) 0.015

Food shopping by father 0.005 Age (Year) ‑.375**

Watch TV .071** Country of living during COVID19 ‑.139**
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that most of the study features are significantly correlated 
with the outcome feature except for five features: “Family 
Size”, “Smoking”, “I feel hopeless”, “I feel that everything 
requires effort”, “I feel worthless”, “I feel so depressed”, 
“Food shopping by mother”, “Food shopping by father”, 
and the “Lockdown period”. The highest correlations 
were found between the region and Body Mass Index 
(BMI) (correlation values = 0.202 and 0.143 respectively).

ML models performance analysis
Table  3 depicts the performance measures in predict-
ing participants’ FI, their accuracy, sensitivity, specific-
ity, F1-score, and Receiver Operating Characteristic 
(ROC) classification curve. The accuracy score presents 
the crossover over the accuracy of the model, sensitivity 
measures the segment of FI participants correctly pre-
dicted, while specificity shows the identified segment 
of FS participants. According to the models’ results, the 
overall accuracy in predicting food insecurity ranged 
from 70% to 82%. Sensitivity ranged from 72% to 81.6%, 
while the f1-score ranged from 70.3% to 80.5%. Compar-
ing the different ML algorithms, results indicated that GB 
and RF reported the highest accuracy rates (81.6% and 
81.4% respectively), while the KNN algorithm had the 
lowest accuracy rate.

The results in Table 3 illustrate that the algorithms’ per-
formance is determined according to the performance 
measure. Thus, GB had the highest accuracy, F1-score, 
sensitivity, and AUC scores. However, the other algo-
rithms reported acceptable performance measures and 
can be used in predicting food insecurity, except KNN 
and NB, which had the lowest performance levels and 
therefore are not recommended. The models’ perfor-
mance was further evaluated using the Area Under the 
Curve-Receiver Operating Characteristics curve (AUC- 
ROC). The food consumption scores were classified into 
two categories: FI and FS. The ROC was obtained for the 
FI as indicated in Fig. 2. Results in Fig. 2 illustrate that the 
ROC characteristics are in the upper left side of the curve 

for the gradient boosting and logistic regression models, 
thus the two models reported the highest accuracy rates 
(AUC of 82%, and 80% respectively).

The SHapley Additive exPlanations (SHAP) values 
analysis was used to identify the importance of study 
features in predicting the outcome variable and associ-
ated features. The SHAP value analysis was conducted 
on the GB model as it presented the best FI prediction 
accuracy levels. Figure 3 illustrates the correlation plot of 
FI participants with model predictors. The y-axis shows 
the FI predictors, while the x-axis shows the SHAP value. 
Based on the results in Fig.  3, the most important fea-
tures that positively affect FI show to be (1) country of 
residence, (2) age, (3) financial difficulties in food shop-
ping, (4) depression, (5) having financial problems, (6) 
don’t have access to food. The place of residence (living 
country) had the highest positive significant impact on 
the outcomes of FI participants. On the other hand, BMI, 
physical activity, smoking, food shopping by the father, 
and food shopping by the mother had a negative impact 
on the outcome of FI participants. Notably, age, depres-
sion, and feeling nervous were found to be relevant fac-
tors that play a significant role in predicting respondents’ 
food insecurity.

Discussion
Food insecurity and food inequity have been increas-
ingly relevant during and following the COVID-19 pan-
demic. Millions of households around the world relied 
on food support programs during COVID-19 [8, 43]. 
The lockdown-imposed work and movement limitations 
that significantly increased the risk of food insecurity at 
the global level [9, 11]. In this paper, we used ML mod-
els to predict food insecurity using a dataset containing 
relevant data from 10 Arab countries during the COVID-
19 pandemic. The models utilized the food consumption 
score (FCS) as a key variable in identifying food insecu-
rity (FI) and food secure (FS) participants as it has been 

Table 3 FI ML prediction performance measures

AUC  Area under the ROC Curve, ACC  Accuracy, F1 The harmonic mean of precision and recall, Precision The accuracy of positive predictions, Recall The completeness of 
positive predictions

# Model AUC (%) ACC (%) F1 (%) Precision (%) Recall (%)

1 Gradient Boosting 85 82 83 83 82

2 Random Forest 84 82 80 83 82

3 Logistic Regression 84 80 82 81 81

4 Support Vector Machine 83 80 83 81 81

5 Neural Network 84 80 81 81 81

6 Naive Bayes 80 76 77 77 77

7 K‑nearest neighbor 72 70 71 72 72
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used in several studies as an indicator for the prediction 
and identification of household FI.

This study has found that some of the features used 
are associated with food insecurity. Nonetheless, limited 
studies have used ML algorithms in identifying and pre-
dicting food insecurity, particularly in the Arab region 
and during the COVID-19 pandemic. The results showed 
significant FI levels in Arab countries, mainly in Jordan, 
Palestine, and Lebanon. Similarly, significantly high FI 
levels were evidenced in Saudi Arabia and Kuwait in the 
Gulf states. Furthermore, the study showed a significant 
relationship between the country of residence, age, and 
participants’ mental health status with FI levels. These 
findings are consistent with other similar studies that 
indicated a significant association between household FI 
and age, place of residence, and other sociodemographic 
variables [13, 44].

Our research identified a robust association between 
food insecurity and socio-economic as well as socio-
demographic factors like family income, employment 
status, leisure time activities, educational level, sex, 
age, residential location, regional aspects, and men-
tal health. These outcomes align with the conclusions 
drawn from other studies that explored the relationship 
between food insecurity and socio-demographic and 
socio-economic elements in Arab nations. Such stud-
ies noted that food insecurity displayed a more potent 

connection with life circumstances such as income 
level, education, gender, place of residence, housing 
conditions, and employment status [5, 45, 46].

Moreover, our study indicated that the Jordan, Pal-
estine, and Lebanon populations reported the highest 
rates of food insecurity (FI) compared to other coun-
tries surveyed. This key finding suggests the perfor-
mance of the ML model may be significantly influenced 
by region-specific factors, such as political, geographi-
cal and environmental, culture, and health and well-
being factors. For instance, political factors, such as 
governmental policies, political stability, and interna-
tional relations, can directly impact food availability 
and access in a region, thereby influencing food inse-
curity rates [5, 47]. Geographical and environmental 
factors, including climate patterns, agricultural capac-
ity, and the vulnerability to natural disasters, can also 
shape the local food production and supply chains, 
thereby affecting the levels of food insecurity [48].

Cultural factors, such as dietary habits, attitudes 
towards food, and traditional agricultural practices, can 
significantly vary from one region to another, poten-
tially influencing the patterns of food consumption and 
security [10, 43, 49]. Additionally, the overall health 
and well-being of a population, encompassing aspects 
like the prevalence of diseases, access to healthcare, 
and lifestyle habits, can have a direct and indirect effect 
on food insecurity rates [8, 48, 50].

Fig. 2 Gradient boosting and logistic regression ROC curve for below average cognitive scores (TP rate of sensitivity against FP rate of specificity)
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Hence, while designing and implementing ML models 
for predicting food insecurity, it’s critical to account for 
these regional factors to enhance the model’s predictive 
accuracy and relevance. It’s noteworthy that food inse-
curity is an intricate issue with multi-dimensional influ-
encing factors, necessitating a comprehensive, nuanced, 
and context-aware approach in its prediction and 
management.

Interestingly, we found that BMI had a strong corre-
lation and association with FI. The negative association 
between BMI and FCS indicated that food-insecure peo-
ple had higher BMI scores. This finding was consistent 
with other similar studies [10, 51].

The implementation of the ML models demonstrates 
the power of ML in predicting FI from the associ-
ated factors. The performance analysis included the 
accuracy, recall, precision, F1-score, and ROC meas-
ures. The results showed that GB and RF are among 
the highest-performing ML models in predicting 
FI. However, the other employed models showed an 
acceptable performance rate, while KNN reported the 
lowest accuracy rate of all. Our results were found to 

be consistent with other studies that used ML in pre-
dicting FI and confirmed the feasibility of ML use in 
identifying FI [24, 52, 53]. The models in Doreswamy 
et al. study reported accuracy rates ranging from 70% 
to 82%, while other models reviewed from previous 
research reported accuracy rates ranging from 55% 
to 85% [29]. Other studies found that RF and SVM 
had high performance rates in predicting FI [24, 53]. 
Furthermore, the ML models identified a significant 
association between mental health factors and FI out-
comes, including depression, stress, hopelessness, and 
negative feelings. The findings were consistent with 
other studies that showed a significant association 
between FI outcomes and depression, anxiety, despair, 
and hopelessness [31, 54].

The study used SHapley Additive exPlanations (SHAP) 
values to interpret the ML models. SHAP is a unified 
measure of feature importance that assigns each feature 
an importance score for a particular prediction. These 
values are calculated in such a way that they allow fair 
distribution of the contribution of each feature to the 
prediction for each individual instance in the data. It’s a 

Fig. 3 Correlation of food insecurity with the study features
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game-theoretic approach to explain the output of any ML 
model [24, 53].

In the context of our study, it appears that country of 
residence, age, financial difficulties in shopping, depres-
sion, inaccessibility to food, and financial problems were 
the most crucial factors influencing the ML model out-
comes. This implies that these are the key contributors to 
food insecurity as per the ML model’s analysis.

Interestingly, the findings were in line with other stud-
ies indicating that food prices, poor access to food and 
markets, poverty, living place, and lack of education 
were associated with food insecurity. This validates the 
model’s outcomes, enhancing the confidence in the iden-
tified critical features. It shows that, despite the complex-
ity of the ML models, the results correspond to those of 
more conventional research methods, thereby support-
ing the robustness and reliability of the models. Among 
the most notable findings was the prominence of mental 
health factors in predicting food insecurity. Depression 
and nervous feelings were among the most important 
factors associated with food insecurity outcomes. The 
importance of age in the model suggests that food inse-
curity impacts different age groups disproportionately. 
These insights could be instrumental in driving policies 
and interventions to mitigate food insecurity by focusing 
on these key identified areas. Our findings were consist-
ent with other studies indicating that food prices, poor 
access to food and market, poverty, living place, and lack 
of education were associated with food insecurity. Nota-
bly, depression, nervous feelings and age were among the 
most important factors associated with FI outcomes [5, 
10, 12, 14].

Moreover, the presence of financial difficulties and 
inaccessibility to food highlight the role of socio-eco-
nomic factors in food insecurity. These could be areas 
of focus for policymakers and could guide strategies 
to reduce economic barriers to food access. The study 
shows how SHAP values can be effectively used to 
enhance interpretability in complex ML models, provid-
ing practical insights into the specific factors contribut-
ing to food insecurity.

The pandemic encouraged the consideration of food 
access equity at the global level, mainly with regards to 
ensuring the availability of basic food, housing, health, 
and education. Our approach introduced an important 
contribution to improving the currently available meth-
ods of predicting and early warning of food insecurity 
as it has proven effective in identifying and predicting 
food insecure people from food consumption levels. The 
development of this model was based on international 
data from Arab countries to ensure its replicability at 
the global level, among marginalized and conflict-prone 
areas.

Our research findings hold considerable implications 
for stakeholders aiming to design targeted interventions 
to mitigate food insecurity. Leveraging ML techniques 
has allowed the identification of significant predictors 
associated with food insecurity, namely: country of resi-
dence, age, financial stability, access to food, and men-
tal health conditions, specifically depression. This key 
understanding will assist policy makers in designing 
more precise, effective strategies.

The association of food insecurity with country of 
residence suggests the existence of regional differences. 
These may arise from a complex mixture of socio-eco-
nomic factors like employment opportunities, income 
levels, and infrastructure. This necessitates the need for 
policymakers to focus on region-specific initiatives to 
mitigate food insecurity. The initiatives may include the 
creation of employment opportunities, improving infra-
structure for better access to food, and devising regional 
food aid programs. The study indicated that age is a sig-
nificant predictor means that different age groups experi-
ence varying levels of food insecurity. This insight should 
prompt policymakers to create age-focused policies to 
address the unique needs of each demographic.

Furthermore, the close linkage between financial insta-
bility, difficulties in accessing food, and food insecurity 
underscores the critical role of economic stability in 
ensuring food security. This observation requires inter-
ventions focusing on enhancing economic stability, such 
as poverty alleviation initiatives and steps to improve 
food accessibility and affordability. The fact that depres-
sion was found to be an important predictor of food 
insecurity highlights the need to integrate mental health 
support within food aid programs, providing a holistic 
approach to combating food insecurity.

Moreover, the use of ML models in identifying the pre-
dictors of food insecurity can significantly aid policymak-
ers in creating targeted and nuanced interventions.

Model deployment ethical considerations
The use of ML to predict food insecurity indeed pro-
vides promising results, but it is accompanied by ethi-
cal concerns that need careful attention. Data privacy 
and security stand as critical considerations. Given 
that ML operates on extensive datasets, which may 
sometimes encompass sensitive information, issues 
related to data acquisition, anonymization, and usage 
are of paramount importance. It is necessary that 
privacy of the individuals whose data is utilized is 
assured, and data protection standards are rigorously 
upheld. It is also worth noting that bias and fairness 
in both data and ML models need to be addressed. 
Furthermore, the interventions that are developed 
based on the predictions from these models could 
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inadvertently stigmatize or isolate certain groups in 
society, an outcome that is contrary to the intentions 
of such initiatives.

Strengths and limitations
The pandemic calls for a shift in thinking and con-
sideration of access to food and ensuring food secu-
rity among low- and middle-income countries. This 
model was designed to respond to the need for early 
detection of food insecurity to ensure rapid and acces-
sible humanitarian response. The model provides a 
precise and accurate FI identification and prediction 
tool that is less dependent on traditional assessment 
and analysis. Thus, the model improves automatic 
and early detection of food insecurity, which in turn 
can enhance rapid intervention and policy-making 
programs for combatting food insecurity. Thus, this 
research study not only introduces ML techniques in 
predicting FI during and after pandemic conditions, 
but also enhances data driven decision making and 
early intervention.

Potential limitations in this study could stem from 
various types of bias within the data, such as sampling 
bias. The data set were extracted from the Corona 
Cooking Survey which doesn’t reflect the socio-eco-
nomic, cultural, geographical, and age diversity across 
the ten Arab countries, it could result in selection 
bias, potentially affecting the model’s predictive accu-
racy. Moreover, measurement bias from self-reported 
data could also influence the study, as inaccuracies or 
inconsistencies in responses can affect the model’s pre-
cision. While the cross-validation with 10 folds mode-
ling approach was used for avoiding model overfitting.

Also, the study’s feature selection could present a 
limitation. Even though 32 features were used to pre-
dict food insecurity, vital factors like political factors, 
social support, or individual health status might not 
have been accounted for. Hence, while the model offers 
valuable insights, it might not completely encapsulate 
the complexity of food insecurity. Finally, the unique 
circumstances of the COVID-19 pandemic might have 
influenced the findings, which may not align with typi-
cal conditions, suggesting potential variances in the 
model’s performance under normal circumstances.

Nonetheless, the study was limited by the number of 
features used in predicting FI. In some countries, the 
model data set presented a lower number of partici-
pants, which limited the ability of building ML models 
per country. The research findings encourage future 
research by building more complex ML models that 
might improve prediction and classifications accuracy.

Conclusions
The study assessed the performance measures of seven 
ML algorithms in predicting the risk factors associated 
with food insecurity during the COVID-19 pandemic. 
The research found that Gradient Boosting and Ran-
dom Forest are among the highest-performing ML algo-
rithms for the accurate prediction of food insecurity. 
The study developed an ML model that can enhance the 
early detection of FI, and that can be replicated in other 
regions. The study contributes to the literature on food 
insecurity based on FCS by utilizing the ML methods in 
identifying the key characteristics of food insecurity in 
the Arab region, to determine the relationship between 
the food consumption score and the associated factors, 
and to support policy makers with advanced food inse-
curity identification and prediction tools. Furthermore, 
the use of ML models is a valuable tool in improving 
food insecurity prediction and detection over time, with 
enhanced granularity, with the ability to share data, to 
incorporate wide range of variables, and to make use of 
automation for effective prevention and intervention 
programs at the regional and individual levels.
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