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A B S T R A C T   

This research aims to enhance the safety level and crash resiliency of targeted woven roving glass/epoxy com-
posite material for various industry 4.0 applications. Advanced machine learning algorithms are used in this 
study to figure out the complicated relationship between the crashworthiness parameters of the hexagonal 
composite ring specimens under lateral compressive, energy absorption, and failure modes. These algorithms 
include random forest (RF) classification and artificial neural networks (ANN). The ultimate target is to develop a 
robust multi-modal machine learning method to predict the optimum geometry (i.e., hexagonal ring angle) and 
suitable in-plane crushing arrangements of the hexagonal ring system for targeted crashworthiness parameters. 
The results demonstrate that the suggested RF-ANN-based technique can predict the optimal composite design 
with high accuracy (precision, recall, and f1-score for test and train dataset were 1). Furthermore, the confusion 
matrix validates the random forest classification model’s accuracy. At the same time, the mean square error value 
serves as the loss function for the ANN model (i.e., the loss function values were 2.84 × 10− 7 and 6.40 × 10− 7, 

respectively, for X1 and X2 loading conditions at 45◦ angle). Furthermore, the developed models can predict 
crashworthiness parameters for any hexagonal ring angle within the range of the trained dataset, requiring no 
additional experimental effort.   

1. Introduction 

A composite material is created by combining two or more physically 
distinct parts, each preserving a significant portion of its original 
structure and identity. This advantage certainly encompasses natural 
materials (e.g., wood, bone, and teeth) and synthetic (e.g., plastic, 
reinforced concrete, fiberglass, paper). When they are combined, they 
make a specialized material for a specified purpose, such as increasing 
strength, weight, or resistance to electricity. Additionally, the compo-
sition and shape of composite materials can improve their crashwor-
thiness [1]. Glass, carbon, and ceramic fibers are essential 
reinforcements for applications in mechanical engineering [2]. Glass 
fibers are used to reinforce polymers in various industries, including 
aerospace, automotive, marine, athletic, and recreational goods as 
construction and civil engineering. One of the primary benefits of 
employing glass fibers for polymer reinforcement is their excellent 
performance-to-cost ratio. The architectural membrane consisting of 
poly(tetrafluoroethylene) (PTFE)-coated glass fiber for stadium and 
airport ceilings is an example of how glass fibers may be used as 

membranes [3]. Furthermore, it is well-known that composites 
frequently exhibit superior resistance to environmental attacks. There-
fore, glass-fiber composites are widely used in the chemical industry and 
marine applications [4]. Glass is by far the most commonly used fiber, 
owing to its low cost, corrosion resistance, and, in many cases, efficient 
manufacturing potential. In addition, it has low stiffness, high elonga-
tion, moderate strength, and weight, and a relatively low cost compared 
to other composites [4]. 

The advantages of fiber composites over more conventional mate-
rials such as metals are frequently attributed to their high stiffness and 
strength-to-weight ratios [5,6]. These characteristics make 
fiber-reinforced composites an attractive material for aerospace and 
sporting goods applications [6]. Crushing energy absorption studies are 
critical and expected from passenger vehicle safety design. The amount 
of energy absorbed by a vehicle during a collision is a concern to ensure 
that cars are safer and more reliable. Therefore, it is necessary to un-
derstand tubular structures’ crushing behavior and energy-absorbing 
capacity to minimize occupant injury during a collision. In that effort, 
the crushing behavior of composite hexagonal ring systems has been 
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validated experimentally by several research groups. The effects of 
mandrel geometry on the crashworthiness and energy absorption 
capability of woven roving glass/epoxy hexagonal ring systems have 
been observed [7]. In addition, the cross-sectional geometry and loading 
circumstances were found to substantially affect the energy absorption 
capacity [7,8]. However, research on the crushing behavior of in-plane 
crushed composite hexagonal tubular structures is sparse and poorly 
understood [9]. 

Researchers employ particular mechanical criteria (such as load- 
carrying capacity and energy absorption capabilities) to determine a 
material’s crashworthiness. The subject samples to a quasi-static axial 
crushing stress test in various studies and material testing. In addition, 
multiple random tests are conducted under varying stresses on the 
modular unit to ensure that the modular unit has the appropriate me-
chanical qualities for the purpose at hand. These investigations can be 
found in the composite materials literature [7,10]. However, because 
there isn’t enough information about the mechanical parameters, it can 
be very time-consuming to find the best composite structure and ge-
ometry through experiments alone [1,11,12]. 

In comparison, machine learning algorithms can quickly and effi-
ciently do this job if they have the correct data from experiments to build 
an accurate and reliable predictive model, leading to a possible config-
uration of alternative composite materials [1,12-14]. Designers 
employing experimental and artificial neural networks are called 
"computer-aided smart manufacturers." They can use this to help design 
experiments in the future. 

Compiling natural fiber composites using computers can be easier 
using predictive data-driven models. It has long been accepted that 
nonlinear systems may be described using artificial neural networks 
(ANNs) [15–17]. While fuzzy systems and evolutionary algorithms can 
be used for system recognition when the industrial system model is 
complex but requires a less powerful computer method, ANNs outper-
form them [15]. For example, ANNs may be used to construct complex 
associations between nonlinear variables using machine learning 
adaptive algorithms [18,19]. The neural network recognition model 
(identifier) understands the unclear process [17]. Data-driven modeling 
eliminates the need for physical models by learning from examples (i.e., 
the data set). Because of this feature, ANN machines are particularly 
appealing in engineering applications when the underlying in-
terrelations are not clearly understood or complete. Still, experimental 
measurements are readily available [10,20-34]. The use of ANN models 
for predicting the fiber structure of Glass reinforced composite is still in 
its early stages. The developed models thus far were used to predict 
certain features of composite materials, but not the overall structure of 
composite materials. Recently, Kazi and co-workers demonstrated that 
the ANN model could predict the optimal filling amount of cotton fiber 
while meeting the desired mechanical objectives [13]; and this type of 
technique may be used for varying materials and conditions as long as 
necessary experimental data are supplied. In material science, datasets 
might be modest or significant; and the dataset size can substantially 
impact the performance of ML models [35]. A model may be overfitted 
because of a scarcity of data, resulting in poor prediction accuracy or 
generalization [35,36]. Small datasets can have a detrimental influence 
on research; therefore, effective measures must be devised to address 
this challenge. For example, it is possible to get around dataset size 
limitations by employing ensemble approaches, which combine the 
strengths of numerous learners. Many ensemble algorithms have 
recently been demonstrated to be effective using on tree-based ensem-
bles such as Random Forest, Gradient Boosting, eXtreme gradient 
boosting, etc. [24,35,37,38]. Random forest classifier is a subset of 
ensemble-based learning algorithms. They are easy to deploy, operate 
quickly, and have demonstrated exceptional performance in a range of 
fields [39]. The guiding idea in the random forest approach is to 
generate a large number of "simple" decision trees during the training 
stage and then classify them using the majority vote (mode). Among 
other benefits, this voting technique compensates for decision trees’ bad 

tendency to overfit training data [40]. 
This work aims to demonstrate machine learning algorithms such as 

RF and ANN to develop an intelligent system to optimize the composite 
materials system. The ultimate target is to develop robust multi-model 
machine learning algorithms to predict the optimum geometry and 
loading conditions of woven roving glass/epoxy hexagonal ring system 
for targeted crashworthiness parameters. 

2. Experimental study: crashworthiness of composite hexagonal 
ring system 

2.1. The material investigated and crushing test 

Mahdi et al. (2012) previously manufactured and evaluated a woven 
roving glass/epoxy hexagonal ring structure [7]. The woven roving glass 
fiber is a reinforcing fiber, while the epoxy resin system acts as a ther-
moset matrix. Six layers of woven roving fiberglass were used to 
construct 18 prototypes. The woven roving glass/epoxy specimens of 
woven roving wound laminate (WRWL) hexagonal composite shells 
were constructed using the wet cloth winding procedure. The specifics of 
the fabrication process are available in the previous publication [7]. 
Researchers wanted to see whether a collapsible energy absorber might 
be used in automotive construction. It is supported at the distal end (i.e., 
attachment point) by a more robust structure and functions more like 
the quasi-static regular progressive mode. As a result, the quasi-static 
axial and lateral crushing tests on the produced specimens were con-
ducted to determine the behavior of hexagonal composite tubes at 
various angles and configurations, utilizing an MTS servo-hydraulic 
testing equipment capable of sustaining a maximum force of 100 kN. 
Parallel arrays of composite thin-walled hexagonal rings were squeezed 
between parallel flat plates at a 2.5 mm/min crosshead speed. Two 
packing arrangements for hexagonal rings are used: side-based packing 
(X1) and angle-based packing (X2). The arrangement is intended to act 
as an energy absorber. Fig. 1(a) illustrates the hexagonal ring system’s 
initial collapse behavior under various in-plane compression stress 
conditions (X1 and X2). The load and displacements were recorded 
using an automated data gathering system. The use of three similar 

Fig. 1. (a) In-plane crushing of composite hexagonal ring systems; and (b) 
composite hexagonal ring failure due to cell wall collapse caused by localized 
elastic hinges. 
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specimens assured the reproducibility of the results. Two loading con-
ditions were applied to test the rectangular tubes with five different 
hexagonal angles θ (see in Fig. 1(b)) ranging from 45◦ to 65◦ (e.g., 45◦, 
50◦, 55◦, 60◦, 65◦). 

2.2. Experimental observation 

For loading in the X1-direction, the top and bottom sides of the 
hexagonal ring (i.e., beams) are in complete contact with the top and 
bottom plates, respectively. On the other hand, the hexagonal inclined 
ring’s walls (i.e., columns) do not directly contact the top and bottom 
plates. Therefore, the oblique ring walls significantly contribute to en-
ergy absorption capability than the top and bottom sides. One can notice 
that during the initial and post-crushing stage, the oblique wall expe-
rienced small shear deformation during the midpoint of the upper and 
lower move inward. Fracture lines are observed during the materials 
densification stage at the junction between the oblique sides and the top 
and bottom sides, as shown in Fig. 2. However, the load-carrying 
behavior curves of the hexagonal ring loaded in the X1-direction show 
an almost smooth gradual drop in their load-carrying capacity. All the 
rings experienced flattening deformation in the initial crushing stage, 
followed by hinges formed at the bottom, and top beams tend to lower 
the ring’s load-carrying capacity. It can also be observed that crushing 
behavior is sensitive to the changes in the hexagonal interior angle. 

For loading in the X2-direction, three main energy absorption 
mechanisms are observed during the crushing process of the hexagonal 
rings. These are brittle shear fracture, plastic deformation, and Euler 
buckling. During the initial crushing process, the oblique sides bend 
with small deflections. This stage is followed by one of two failure sce-
narios. These are Euler buckling and plastic collapses. The occurrence of 
these scenarios is based on the ratio of a thickness (h)/side, length (l)), 
which resulted from the changing of interior hexagonal angles. 
Accordingly, hexagonal ring oblique walls with small values of h/l 
experienced Euler buckling before brittle fracture. 

On the other hand, hexagonal ring oblique walls with considerable 
h/l value experienced large deformation before brittle fracture. The 

brittle fracture occurs since glass fiber is a material with limited failure 
strain. Therefore, all the rings experienced brittle fracturing during the 
post-crushing stage, as shown in Fig. 2. The crushing load versus 
deformation is characterized by high fluctuations relative to the mean 
crushing load. 

2.3. Experimental data 

Experiments were conducted to determine the load-displacement 
curves and deformation history of composite hexagonal ring structures 
under uniaxial compression directions. Depending on the hexagonal 
angle, the hexagonally packed systems reacted differently to the 
crushing load. Therefore, the crashworthiness parameters shown in 
Table 1 were calculated based on the load-displacement curves, defor-
mation history, and energy absorption capability and listed for a one- 
dimensional composite hexagonal array system. The detailed results 
and figures are available in a previous publication [7]. 

3. Problem statement 

The experimental dataset for the crashworthiness characteristics of 
an in-plane crushed composite woven roving glass/epoxy hexagonal 
system with varying angles and arrangement is provided (see Table 1). 
The ring’s behavior in terms of initial crushing load, post crushing load, 
energy absorbed, and crushing mode is understood. The experimental 
results indicated that ring shape and loading circumstances significantly 
affected the crush failure loads and energy adsorption capabilities. 
Without conducting more experiments, it is desired to construct a ma-
chine learning-based model to forecast the optimal loading condition 
and angle of the hexagonal sample for achieving various random tar-
geted crashworthiness goals with minimal error. Later on, this model 
should be able to anticipate the crashworthiness characteristics for any 
given angle and loading situation, allowing users to construct their 
desired composite material using a computer-aided solution. 

Fig. 2. Undeformed and deformed composite hexagonal ring systems.  
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4. Research methodology - ANN RF optimization 

4.1. Machine learning approach 

4.1.1. Why machine learning? 
Product designers create materials for end-users to ensure that the 

materials meet specified crashworthiness requirements. The values for 
these crashworthiness characteristics vary according to the customer’s 
needs and objectives. For example, in Table 1, it is evident that an in-
crease in angle resulted in a significant rise in load-carrying capacity and 
crush force efficiency. In contrast, the initial failure indicator and 
maximum crush load showed the opposite. Also, the values of each 
crashworthiness parameter (e.g., crushing load, crush force efficiency, 
specific energy absorption, etc.) fluctuated considerably according to 
the loading conditions and hexagonal angle. The absence of correlations 
relating to key properties such as the hexagonal angle and loading 
condition of the composite material requires the repetition of laborious 
and time-consuming trials in search of the appropriate mechanical 
properties. 

Supervised learning is a widely used machine learning technique 
taught using a known dataset containing inputs and outputs. The algo-
rithm must determine how to get to those inputs and outputs by iden-
tifying patterns in the data, learning from observations, and making 
accurate observations predictions. This process is repeated until the al-
gorithm reaches the desired level of accuracy/performance. Popular 
supervised machine learning algorithms include the Nave Bayes Clas-
sifier Algorithm, Logistic Regression, K-Nearest-Neighbour algorithm, 
Decision Trees, Random Forests, and Artificial Neural Networks, all 
popular supervised machine learning algorithms. Choosing the optimal 
machine learning algorithm is contingent on several criteria, including. 
Still, it is not limited to the volume, quality, and variety of the data and 
the kind of responses from that data. Additional factors to consider are 
accuracy, training duration, parameters, and data points. Thus, selecting 
the optimal method is a function of strategic requirement, specification, 
experimentation, and available time. Even the most seasoned data sci-
entists cannot predict which algorithm would perform best without first 
trying with others. 

4.1.2. Conceptual design - multi-modal approach 
The loading conditions and hexagonal angle of the woven roving 

glass/epoxy hexagonal composite rings affect their load-bearing and 
energy absorption capacities. Thus, to attain the desired mechanical 
crashworthiness features, both the appropriate loading condition (X1 or 
X2) and the optimal hexagonal angle must be determined concurrently. 
This work combines a multi-modal approach combining Random Forest 
(RF) classification and artificial neural network (ANN) based regression 
methods to accomplish these tasks with minimal cost and effort. This 
technique overcomes nonlinearity, various loading circumstances, and 
issues with prediction when the experimental dataset is sparse. It should 
be emphasized that the choice of RF and ANN is not arbitrary; rather, 
our prior articles demonstrated that both ANN and RF have superior 

predictive performance when the experimental dataset is constrained. 
Because both RF and ANN can generate randomness through diverse 
combinations of features, they enable the resolution of overfitting dif-
ficulties when the dataset is sparse. [1,12-14,24]. The suggested 
multi-modal classification and regression approach for predicting the 
best hexagonal composite arrangement is conceptualized in Fig. 3. First, 
the experimental dataset will be collected following the methodology 
described in sections 3.1 and 3.2. Later, machine learning-based su-
pervised multi-modal algorithms consisting of random forest classifica-
tion and ANN regression will be used to achieve the targeted 
crashworthiness parameters set by the researcher by varying the hex-
agonal angle and loading condition. The final result will demonstrate the 
optimum configuration of the composite materials for the desired me-
chanical crashworthiness parameters. 

4.2. Detailed procedures for developing an RF-ANN model 

As shown in Fig. 3, the RF classification model will predict the 
suitable X1 or X2 loading conditions. The ANN regression model will 
predict the optimum angle of the selected loading condition to fulfill the 
targeted crashworthiness properties. The strategic steps for this RF-ANN 
model are outlined in Fig. 4. First, RF classification and ANN regression 
models need to gather experimental data summarized in Table 1, fol-
lowed by data processing steps to format data and make those free of 
anomalies. The next expected step is the feature selection to identify the 
dependent and independent variables and split the test and training 
dataset. The whole model will be developed using Scikit-learn, the Py-
thon data science library, and TensorFlow’s Keras-Dense layer. Finally, 
validation of the model will be done through the test dataset, where the 
confusion matrix and mean squared error loss function will determine 
the relative errors of the multi-modal system. 

The first output of the RF-ANN model is based on the Random Forest 
classification model, which is a supervised learning technique that 
combines many decision trees to produce a more accurate and consistent 
forecast. Each internal node in a decision tree represents a ’test’ of an 
attribute (e.g., whether an X1 or X2 loading condition). Each branch 
reflects the test result. Each leaf node provides a class label (decision 
taken after computing all attributes). A leaf is a node that has no 
offspring (see Fig. 5). Random Forest adds more randomization to the 
model while growing the trees. RF looks for the best feature from a 
random subset of available features, in this case, the different combi-
nations of the crashworthiness parameters. This technique results in a 
high degree of variability, typically resulting in a more accurate model. 
Thus, in a random forest, the method for splitting a node considers just a 
random subset of the characteristics (in Fig. 5, the solid nodes reflect a 
different set of characteristics selected). In addition, the RF method 
makes it easy to determine the relative relevance of each feature in the 
prediction process. Sklearn in Python is a good tool for determining the 
significance of a feature by examining how much error is reduced across 
all trees in the forest by tree nodes that utilize that feature. After 
training, it automatically calculates this score for each feature and 

Table 1 
Crashworthiness parameters of in-plane crushed.  

ID Angle of 
hexagon 
(degree) 

Loading 
condition 

Initial crushing 
load (kN) 

Average crush 
load (kN) 

Maximum crush 
load (kN) 

Crush force 
efficiency (kN/kN) 

Initial failure 
indicator (kN/kN) 

Specific energy 
absorption (kJ/kg m2) 

45SX1 45 X1 0.45 0.29 0.64 0.45 1 2.11 
50SX1 50 X1 0.5 0.41 0.82 0.51 0.98 2.72 
55SX1 55 X1 0.52 0.49 0.94 0.44 1.18 3.13 
60SX1 60 X1 0.57 0.35 0.62 0.58 0.98 3.48 
65SX1 65 X1 0.65 0.39 0.59 0.67 0.97 3.57 
45SX2 45 X2 0.14 0.769 0.18 0.39 0.36 2.81 
50SX2 50 X2 0.16 0.895 0.18 0.45 0.36 3.24 
55SX2 55 X2 0.17 1.18 0.14 0.64 0.27 4.56 
60SX2 60 X2 0.15 1.255 0.12 0.89 0.17 4.79 
65SX2 65 X2 0.17 1.306 0.13 1.2 0.14 5.45  
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adjusts the findings such that the sum of all features’ significance is 
equal to one. Depending on the final majority voting among the 
generated trees, the final class of loading conditions will be selected to 
feed into the ANN model regression. 

After accomplishing the RF classification model, the selected loading 
condition will be given as the input in the ANN regression model. This is 
another supervised machine learning approach that will utilize appro-
priate hidden layers to forecast the hexagonal angle of the considered 
composite under X1 or X2 loading conditions to satisfy the desired 
crashworthiness parameter (see Fig. 6). In ANN, typically, neurons have 
a variable learning weight. Each link’s weight either increases or de-
creases the signal’s strength. Additionally, neurons may have a signaling 
threshold that is exceeded when the total signal exceeds the threshold. 
ANNs are designed to mimic how humans learn. Hence they operate as 
an adaptive data processing system that may change the architecture of 
their network or the internal information that flows throughout the 
training phase. The convergence theorem proves the neural network’s 
ideal construction based on the selection criteria (the mean squared 
error loss function). 

The most challenging part of the model is figuring out how to build 
the right architecture (i.e., the number of hidden layers, epoch, batch 
size, etc.). Forward and backpropagation methods will be used to 
identify the parameter values for the created models (such as node 
weights and bias). The input nodes will be the intended crashworthiness 
parameters, while the learning process will defer depending on the 
output of the preceding RF model. The same ANN architectural design 
does not validate the same model because the nodes’ nonlinear in-
teractions require a distinct mix of weights, bias values, transfer func-
tions, and activation functions. 

5. Results and discussion 

While developing RF and ANN models, validation and accuracy of 
those developed models are crucial. In the following sections, the vali-
dation procedure along with the prediction accuracies will be reported 
to showcase the performance of the developed RF-ANN multi-modal 
system for identifying the suitable configuration of the examined woven 
roving glass/epoxy hexagonal composite material. 

Fig. 3. Conceptual design of multi-modal classification and regression method to predict the optimal hexagonal configuration.  

Fig. 4. Strategic steps for RF-ANN model development.  
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5.1. Model development and validation 

The RF-ANN multi-modal algorithms were implemented in Scikit- 
Learn, Numpy, Pandas, and Keras, which used Tensorflow as the back- 
end. All scripts were written on a machine with an Intel® Xeon ® E- 

2176 M CPU (2.70 GHx) with 64 GB RAM. 
The random forest was constructed using the RandomForestClassifier 

included in the Scikit-learn (sklearn) machine learning toolkit provided 
by Phyton. Additionally, the RandomForestClassifier’s n_estimators 
option assisted in determining the number of trees to build, which was 

Fig. 5. RF model construction with trees for predicting the class of loading condition.  

Fig. 6. The layered structure of the predictive ANN model to forecast the hexagonal angle (both for X1 and X2 loading conditions).  
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set to 100. While increasing the number of trees in the random forest 
improves accuracy, it also lengthens the average training time of the 
model. The bootstrap option was set to "True," indicating that only a few 
features will introduce variance into random forest subsets, avoiding 
overfitting. Entropy was chosen as the criterion for determining the 
optimal feature split. 

Using True Positive (TP), True Negative (TN), False Negative (FN), 
and False Positive (FP) values, the confusion matrix was utilized to 
provide the summary of the prediction result and performance measure 
for the RF classification (see Fig. 7). TP signifies the X1 loading condi-
tion, whereas TN denotes the X2 loading condition. The performance of 
the prediction system was assessed in terms of accuracy, precision, and 
recall. The developed RF classification model accurately predicted 
loading conditions for training and testing datasets. As illustrated in 
Fig. 7, the developed RF model can accurately predict all loading con-
ditions. The findings indicate that the f1-score, calculated by combining 
the accuracy and recall of a classifier into a single measure by taking 
their harmonic mean, is equal to one, the maximum value that can be 
achieved. 

The development of the RF classification model recognized the 
following important factors: (1) there is a limited experimental dataset, 
(2) the model prediction showed higher accuracy in the confusion ma-
trix, and thus it is important to ensure that the RF classification model is 
not overfitted, and (3) it is important to check if the outcome is aligned 
with the experimental values. To address these main points in the 
developed RF model, five random sets of targeted crashworthiness pa-
rameters were fed into the model and the experimental points to see 
whether they could accurately predict the loading condition. The 
random points were chosen to get an intuitive idea of the suitable 
loading condition, and they were generated from Table 1 using the 
following approach.  

• One set of crashworthiness parameters was derived by taking the 
minimum values of each parameter.  

• The second set was the maximum values.  
• The third was the average values.  
• The fourth set was randomly generated between the minimum and 

average values.  
• The last set of data was generated between average and maximum 

values. 

In Table 3, the five considered points are listed and fed into the RF 
and ANN models to check and validate the performance (i.e., the pre-
dicted angles align with the experimental angles). The results of the ANN 
model show that the predicted angles are very much aligned with the 
experimental angles (see Table 2). 

TensorFlow’s Keras-Dense layer was used to build the ANN regres-
sion model. In developing the neural network, it is challenging to find 
the proper mix of hidden layers and their neurons with the least error 
and the most accuracy. To ensure the optimal ANN model structure for 
the presented case here: six input neurons were used to make up the 
input layer, followed by four hidden layers, one output layer, and 200 
neurons in each hidden layer. Scikit-python Learn’s data science 
library’s ’train_test_split’ function divided data arrays into training data 
(80%) and testing data (20%). A rectified linear activation unit (ReLU) 
function was used for layer development. While compiling the model, 
the ’adam’ and ’rmsprop’ TensorFlow optimizers were tested for 
updating the weights to reduce errors by backpropagation and ’mean 
squared error’ (MSE), the loss function was used to evaluate the devel-
oped ANN model. The dropout method was used to prevent overfitting 
during training. The ANN model demonstrated higher accuracy than the 
benchmark experimental data (see Table 2). Test and train scores and 
loss function values were low for all considered sample experimental 
points (i.e., the loss function values were 2.84 × 10–7 and 6.40 × 10–7, 
respectively, for X1 and X2 loading conditions at 45◦ angle). And the 
variation of loss-function values became small over 20,000 epochs (see 
sample loss function curves for both loading conditions at 45◦ angle 
Fig. 8). 

5.2. Prediction of optimal hexagonal composite configuration 

The specified multi-modal RF-ANN model is used to predict the 
optimal configuration of the hexagonal ring system for the woven roving 
glass/epoxy composite. The five random sets of targeted crashworthi-
ness parameters used as input to the model and the model’s predicted 
loading condition for each are shown in Table 3. It is observed that while 
targeting minimum values of the considered crashworthiness parame-
ters, the X2 loading condition is suitable. In contrast, the X1 loading 
condition is suitable for higher target crashworthiness parameters. 

Upon selecting the suitable loading condition through RF classifi-
cation, the ANN regression model was used to predict the optimum 
hexagonal angles. The identified angles were between 30◦ and 89◦ for 

Fig. 7. Performance evaluation through confusion matrix for random forest classification both for training and test dataset.  

Table 2 
Testing the accuracy of the developed ANN model.  

Loading condition X1 Loading condition X2 
Experimental angles Predicted angles Experimental angles Predicted angles 

45 45.000885 45 45.164 
50 50.000515 50 50.177 
55 55.00057 55 55.276 
60 60.00908 60 60.289 
65 65.00047 65 65.326  
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the five random sets of targeted parameters. Note that in the experiment, 
the specimens were prepared at only five different angles ranging from 
45◦ to 65◦ Hence, the trained model can successfully predict the opti-
mum angle outside the range of their training dataset (outside the 
experimental angles). It indicates that the training data did not overfit 
the model; in fact, it was able to gain insights into the complex rela-
tionship among the six crashworthiness parameters. Furthermore, even 
if the loading condition and the angles were observed closely, it could be 
seen that the predicted values were aligned with the experimental data. 
For example, if the average point of Table 3 is compared with the 55SX2 

and 60SX2 samples of Table 1. The values are very much aligned, and 
the identified loading condition X2 and hexagonal angle 56.01◦ are in 
between the value of 55◦ and 60◦. Also, the angles changed while 
changing the set of targeted crashworthiness parameters from minimum 
to maximum. Therefore, the developed models were not overfitted as 
different loading conditions and angles were obtained for different at-
tributes (besides the experimental points). 

5.3. Application of developed multi-modal system 

The RF model was saved with the help of the pickle module, which 
defines a technique for converting any Python object to a sequence of 
bytes. This is often referred to as "serializing" the item. The object’s byte 
stream may be transferred or saved and rebuilt to generate a new object 
with the same properties. The ANN model’s features (obtained structure, 
weight, and bias values) were recorded using the save function on the 
model and giving a filename, which resulted in the model’s information 
being saved as a JSON file. The JSON file will allow the designer to use 
the stepwise algorithm to predict the crashworthiness parameters. This 
step can be done by simulating all possible combinations of crashwor-
thiness parameters and averaging down the corresponding results (see 
Fig. 9). For instance, testing was done at 60◦ and 65◦ hexagonal angles; 
however, the generated models can estimate the crashworthiness char-
acteristics for a 63◦ hexagonal angle using the trained model (see 
Table 4). 

The created RF-ANN multi-modal system derived the anticipated 
crashworthiness parameter values (Table 4). As observed, the expected 
values are aligned with the experimental ones. Therefore, further 
experimental runs can be conducted to further physically validate the 

Fig. 8. Enhanced values of loss functions over the epochs for (a) X1 loading condition and (b) X2 loading condition at 45◦ hexagonal angle.  

Table 3 
Prediction of loading condition and hexagonal angle using multi-modal RF-ANN.  

Targeted crashworthiness 
parameters 

Targeted values 
Min Random 

1 
Avg Random 

2 
Max 

Initial Crush Load (kN) 0.14 0.18 0.348 0.5 0.65 
Average Crush Load (kN) 0.29 0.51 0.734 1 1.306 
Maximum crush load (kN) 0.12 0.28 0.436 0.7 0.94 
Crush force efficiency (kN/ 

kN) 
0.39 0.5 0.622 0.90 1.2 

Initial failure indicator (kN/ 
kN) 

0.14 0.39 0.641 0.91 1.18 

Specific energy absorption 
(kJ/kg m2) 

2.11 2.85 3.586 4.50 5.45  

Predicted values 
Predicted Loading condition 

(X1 or X2) 
X2 X2 X2 X1 X1 

Predicted Hexagonal Angle 
(degree) 

30.10 42.23 56.01 73.66 89.10  
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predicted parameters from the model. 

6. Conclusion 

This study constructed a multi-modal system utilizing the Keras Py-
thon library that combines random forest (RF) classification and artifi-
cial neural network (ANN) regression models in the TensorFlow back- 
end. The RF-ANN model was trained on experimental data for six 
distinct crashworthiness characteristics to forecast the optimal hexago-
nal angle for a woven roving glass/epoxy composite material ring sys-
tem and the loading conditions required to attain the necessary 
mechanical strength. The created RF-ANN model successfully forecasted 
the optimal configuration of the composite for different random sets of 
crashworthiness characteristics. The RF model’s accuracy, precision, 
and recall were evaluated using a confusion matrix. Accordingly, in this 
model, 3 true positives and 4 true negatives were obtained without any 
false positive or negative for training data, whereas 2 true positives and 
1 true negative were obtained without any false positive or negative for 
the test dataset. The ANN model obtained low loss function values (i.e., 
the loss function values were 2.84 × 10–7 and 6.40 × 10–7 respectively 
for X1 and X2 loading conditions at an angle of 45◦) and showed greater 
accuracy in predicting the experimental dataset and in-between values 
(error less than 5%). The projected loading condition and hexagonal 
angle values are consistent with the experimental data pattern in terms 
of nonlinearity. The developed RFF-ANN multi-modal system predicted 
the angles between the experimental data points and outside the 
experimental data point range, indicating the developed model’s 
robustness. The RFF-ANN will pave the way to allow the designer to 
assess any additional crashworthiness parameter values inside the 
training range. It generates the necessary composite configurations 
while leveraging the established complex relationship among the six 
crashworthiness parameters. The generated models can also estimate 
the crashworthiness characteristics for any specific composite sample 
with known hexagonal angle and loading condition. This predictive 
model may help smart manufacturing and industry 4.0 applications by 
using a hexagonal ring system of woven roving glass/epoxy composite, 

lowering manufacturing costs and speeding up production. 
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