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a b s t r a c t

This work is devoted to solve the state and error-feedback control problems for a catalytic reverse
flow reactor (CFRR), which is modeled by nonlinear partial differential equations (PDEs). These two
regulation problems will be solved based on the linearized infinite-dimensional representation. The
objective is to track a desired output reference under the presence of disturbances. Both the reference
trajectory and the disturbance profiles are generated by a distributed parameter exosystem. First,
a state feedback stabilizing regulator is designed which drives the process output to a reference
trajectory. The second main aim is to develop a dynamical controller that uses the tracking error
as an input. Furthermore, it has been demonstrated that the closed-loop plant is exponentially stable
and the tracking error asymptotically goes to zero. The developed regulators are evaluated through
numerical simulations for the case study of methane combustion.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Catalytic flow reverse reactors (CFRR) are fixed-bed chemical
reactors such that the flow direction is switched periodically.
The dynamics of the CFRR process is best modeled by nonlinear
partial differential equations (PDEs) obtained from material and
energy balances (see [1,2]). The main advantage of this process
is the heat trap effect permitting self-thermal operation. It is
a captivating way of operation for exothermic chemical reac-
tions and the temperature delivered from the process can be
employed in the best way possible to keep the optimal operation
of process. CFRRs are widely used in many chemical processes
for example methane combustion, oxidation of sulfur dioxide
and oxidation of VOCs (see [1,3]). Moreover, some recent studies
showed that CFRRs can be also used for endothermic reactions,
such as methane steam reforming (see [3]). The heat trap feature
of this process may cause unlimited increase of temperature,
therefore temperature regulation is a very important issue for
the CFRR process and it can be done via gas removal technique
or through a heat exchanger. Control of chemical processes via
heat exchanger has been the subject of many research works (see
e.g. [4–7]). Here, the focus is on temperature regulation through
gas removal, which is more advantageous over heat exchanger
cooling (see [8]).

Control of PDEs is an important and rich area of research.
Usually, two main approaches are adopted. Discretization-based
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approach by which the PDEs model is converted (via finite-
difference, finite-element, spectral decomposition, etc.) into an
ODEs model and the latter is used for control design purpose (see
e.g. [9,10]). The main advantage of this approach is the fact that
control of ODEs is well established but a major drawback is that
high number of discretization points in needed to preserve the
distributed nature of the system. The second approach is based
on infinite-dimensional representation. In this approach, the PDEs
model is reformulated as a differential equation on an abstract
space (see [11,12]). Many control techniques have been devel-
oped in the framework of systems that are governed by PDEs,
such as optimal control [13,14], model predictive control [15,16]
and PI control [17–21].

Feedback regulation is widely employed in modern controlled
systems and it plays a major role to improve the performances
of the control systems. It is a mechanism that utilizes informa-
tion from the system measurements to manipulate a variable in
order to achieve the desired outcome. The concept of feedback
regulation is well developed for both finite-dimensional systems.
Moreover, feedback control of infinite-dimensional systems has
attracted lots of attention and efforts (see e.g [12,22,11]) and
variety of techniques have been adopted for many types of PDEs
systems, including hyperbolic and parabolic PDEs (see e.g. [23,
14]). In [24], state-feedback linear–quadratic regulator has been
designed for VOC combustion in a CFRR by manipulating internal
electric heating and dilution as inputs to control the hot spot
temperature. The problem has been investigated by implement-
ing finite-difference discretization method of the linearized plant
to regulate the temperature at a single position. In [25], state
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feedback temperature regulation problem for the CFRR model has
been solved by using linear–quadratic optimal control method
based on the infinite-dimensional model representation. The reg-
ulation objective is to drive the process trajectories towards a
stationary state and this is achieved by gas removal through con-
trol of the fluid velocity. Moreover and due to the fact that access
to the process state is not feasible, an observer has been designed
to construct an output feedback regulator in [26]. The design
utilizes the duality feature between control and estimation prob-
lems. The previous works ignore the presence of disturbances
which is not realistic in chemical processes. Indeed, disturbances
in a catalytic reactor create challenging problems due to the
propagation of these disturbances through the reactor bed [27].
The focus in this work is to investigate the feedback temperature
regulation problem in order to track a desired output trajec-
tory and stabilizes the closed-loop system in the presence of
disturbances.

The regulator problem (sometimes called servomechanism)
is one of the most major approaches in the theory of system
control. This problem consists of the design of a feedback con-
troller to track a desired output profile and reject disturbances
while preserving stability of the closed-loop process. Usually,
the desired output trajectory and disturbances are produced by
an exosystem. In general, the regulator problem has two main
versions. One is the state feedback regulator problem in which the
controller is constructed with full access to the states of the pro-
cess and the exosystem. The second version is the more realistic
error feedback regulator problem where only the tracking error
is accessible for measurement. The regulator problem has been
studied broadly for finite-dimensional systems and many results
have been developed based on the internal model principle (see.
e.g. [28–30]). Great efforts have been devoted to reach out similar
outcomes for infinite-dimensional systems. The case of bounded
control and observation was investigated in [31,22] and then
extended to the unbounded case in [32]. These research works
focused mainly on plant driven by finite-dimensional exosystems
that has been enlarged later [33] to infinite-dimensional exosys-
tems. Here, the regulator problem will be investigated for the
CFRR process in order to regulate the temperature inside the
reactor under the presence of disturbances. The investigation is
based on the infinite-dimensional model of the CFRR and also
by considering disturbances that are generated by a distributed
parameter exosystem.

The paper is organized as follows. Section 2 is devoted to the
mathematical PDEs model together with its linearized infinite-
dimensional version. The state-feedback regulation problem is
investigated in Section 3. Indeed, the state-feedback operator is
expressed through the solution of a Riccati differential equation
and the disturbance-feedback operator is expressed through the
solution of a Sylvester differential equation. In Section 4, the
error-feedback regulator is solved assuming that only the tracking
error is available. Indeed, a stabilizing dynamical controller is
designed to track a desired output trajectory and reject the dis-
turbances. Numerical simulations are executed for the case study
of combustion of methane to demonstrate the achievements of
the developed regulators.

Notations. The following notations are needed throughout the
paper:

• R is the set of real numbers.
• L2(0, 1) is the space of square integrable functions on [0, 1].
• h·, ·i is the usual inner product, i.e. for any f1, f2 2 L2(0, 1),

hf1, f2i =

Z 1

0
f1(⇠ )f2(⇠ )d⇠ .

• L1(0, 1) is the space of bounded functions on (0, 1).
• L(H) is the space of bounded linear operators from H to H .
• L(H1,H2) is the space of bounded linear operators from H1

to H2.
• A⇤ is the adjoint operator of A.

Definition. A function f is absolutely continuous on the interval
[0, 1] if f has a derivative f 0 almost everywhere, f 0 2 L1(0, 1) and

f (x) = f (0) +

Z x

0
f 0(⇠ )d⇠ , 8x 2 [0, 1]

2. Mathematical model

Based on the material and energy balances, the dynamics of
CFRR can be described by a set of PDEs. Here, it is assumed that
the fluid and solid temperatures and concentrations are uniform
along the reactor [2]. Moreover, it is assumed that convection is
dominant over diffusion. If T is the temperature in the reactor
and Y is the molar fraction of the chemical substance, then the
mathematical PDEs model is given by:
8
>><

>>:

✏
@Y
@t

+ �vin
@Y
@⇠

= �k0 exp
✓
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RgT
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Y

⌘
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+ �vin⇢
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= (��Hr )k0 exp
✓

�E
RgT

◆
Y

(1)

where � is the input variable and it represents the fraction of
the inlet gas in the reactor. t and ⇠ represent time and space
variables, respectively and vin, ✏, �Hr , Rg and E are inlet gas flow
velocity, void fraction, heat of reaction, universal gas constant and
the activation energy respectively. Moreover, the constants k0, ⌘
and ⇢ are given by

k0 = (1 � ✏)µeff k1, ⌘ = ⇢s(1 � ✏)Cps and ⇢ = ⇢gCpg
where k1, µeff , ⇢g , CPg , ⇢s and CPs are stoichiometric coefficient,
effectiveness factor, density of gas phase, specific heat of gas
phase, density of solid phase and specific heat of solid phase,
respectively. The boundary and initial conditions are given by

Y (0, t) = Yin and T (0, t) = Tin
Y (⇠ , 0) = Y0(⇠ ) and T (⇠ , 0) = T0(⇠ )

(2)

Yin and Tin are the inlet molar fraction and inlet temperature,
respectively. On the other hand, Y0 and T0 are the initial molar
fraction and the initial temperature, respectively. Now, let us
implement the following transformation

Ỹ =
Yin � Y

Yin
and T̃ =

T � Tin
Tin

(3)

which converts the PDEs model (1) into the following dimension-
less model
8
>><

>>:

@ Ỹ
@t

= �v1
@ Ỹ
@⇠

+ k1(1 � Ỹ )E(T̃ )

@ T̃
@t

= �v2
@ T̃
@⇠

+ k2(1 � Ỹ )E(T̃ )
(4)

with the boundary conditions Ỹ (0, t) = T̃ (0, t) = 0. The function
E is given by E(x) = e

µ
1+x and v1, v2, µ, k1 and k2 are given in

terms of model parameters via the following equations

v1 = �
vin

✏
, v2 = �

vin⇢

⌘
, µ =

�E
RgTin

, k1 =
k0
✏

,

k2 =
(��Hr )k1✏

⌘

Yin

Tin
In a catalytic process, the heat capacity of solid catalyst is usually
three times of magnitude higher than the fluid phase, which
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means that the system of equations (4) possesses two-time scale
property and as a result the reactant dynamics are faster than
the temperature dynamics. Therefore, one can assume that the
mass balance in the fluid phase is at qausi-steady state and the
accumulation term in the first equation of system (4) is excluded,
which leads to the following differential equation

dỸ
d⇠

= �
k1
�v1

(1 � Ỹ )E(T̃ ), Ỹ (0) = 0 (5)

The above equation can be solved easily by the method separation
of variables
Z ⇠

0

dỸ
1 � Ỹ

d⇠ =

Z ⇠

0
�

k1
�v1

E(T̃ )d⇠

and therefore the explicit solution is given by

Ỹ (⇠ ) = 1 � exp
✓Z ⇠

0

k1
�v1

E(T̃ )d⇠̃
◆

(6)

On the other hand, it has been proved in [34] that the fast system
generates an exponentially stable trajectory, which means that if
a two-time scale decomposition of system (4) is performed, the
dynamics of the reactant will not affect the stability of the entire
process (more details can be found in [35]).

By substituting the solution Ỹ in the other equation of (4), one
can get the following single PDE with the temperature T̃ as the
state and � as the input.

@ T̃
@t

= �v2
@ T̃
@z

+ k2 exp
✓Z ⇠

0

k1
�v1

E(T̃ )d⇠̃
◆

E(T̃ ), T̃ (0, t) = 0

(7)

The associated steady-state equation is given by the following
first-order differential equation

dT̃e
d⇠

= �
k2

�ev2
exp

✓Z ⇠

0

k1
�ev1

E(T̃e)d⇠̃
◆

E(T̃e), T̃e(0) = 0

For a given profile �e 2 L1(0, 1) and according to the existence
theorem for first-order differential equations, the above equation
admits a solution T̃e 2 L1(0, 1). It should be noted that this is
associated with a standard unidirectional flow operation. How-
ever, in the case of reverse flow operation, the high temperatures
near the reactor exit can used to preheat the reactor feed. In this
case, a quasi-steady state operation may be reached in which the
reactor temperature has a maximum value near the center of the
reactor. In the rest of the paper, this quasi-steady state will be
called a stationary state and will be denoted T̃e.

For the purpose of solving the state-feedback and
error-feedback control problems, linearization of PDE (7) is
needed. Let us consider L2(0, 1) as the state space. Let T̃e 2

L1(0, 1) and �e 2 L1(0, 1) be the dimensionless stationary
profiles of the model (7). Now, let us define the deviated state
and input trajectories, respectively:

x(t) := x(·, t) = T̃ (·, t) � T̃e(·) 2 L2(0, 1) and u(t) = �(t) � �e 2 R
(8)

Hence the linearization of Eq. (7) around its stationary state
conducts to the resulting abstract differential equation on the
infinite-dimensional space L2(0, 1):
⇢

ẋ(t) = Ax(t) + Bu(t)
x(0) = x0 2 L2(0, 1) .

(9)

such that A is the operator defined on its domain:
D(A) = {x : x is absolutely continuous.,

dx
d⇠

2 L2(0, 1) and x(0) = 0}
(10)

by Ax = ↵
dx
d⇠

+ �(⇠ )x 8x 2 D(A) (11)

where ↵ = �ev2 < 0 and � 2 L1(0, 1) is the Jacobian of the
nonlinear part k2 exp

⇣R ⇠

0
k1
�v1

E(T̃ )d⇠̃
⌘
E(T̃ ) in Eq. (7) with respect

to x and by simple calculations it is given by

�(⇠ ) = k2E(T̃e) exp

 Z ⇠

0

k1E(T̃e)
�ev1

d⇠̃

!

⇥

"Z ⇠

0

�k1µE(T̃e)
�ev1(1 + T̃e)2

d⇠̃ �
µ

(1 + T̃e)2

#

Also, B 2 L(R, L2(0, 1)) is the linear bounded operator given by

B = � (⇠ )I, (12)

such that I represents the identity operator and � 2 L1(0, 1) is
the Jacobian of the right side of Eq. (7) with respect to � and is
given by

� (⇠ ) = v1
dT̃e
d⇠

+ k2E(T̃e) exp

 Z ⇠

0

k1E(T̃e)
�2
e v1

d⇠̃

!

⇥ exp

 Z ⇠

0

k1E(T̃e)
�ev1

d⇠̃

!

It can be noted that exponential stability of the uni-flow direction
plant is a trivial result of [13, Theorem 2], i.e there are ⌫ > 0 and
⇤ > 0 such that

keAtk  ⇤e�⌫t

Disturbances in a catalytic reactor create challenging problems
due to the propagation of these disturbances through the reactor
bed [27]. The objective here is to solve the state-feedback regula-
tion and error-feedback regulation problems associated with the
linearized CRFF (9) with the presence of disturbances. In this case,
the state–space system can be written as
⇢

ẋ(t) = Ax(t) + Bu(t) + w(t), t > 0, x(0) 2 L2(0, 1)
y(t) = Cx(t) .

(13)

where w(t) 2 L2(0, 1) represents disturbance and the output
function is defined as follows

y(t) = Cx(t) =

Z 1

0
c(⇠ )x(t, ⇠ )d⇠ = hc, xi (14)

The output function acts for the (weighted) average temperature
inside the reactor, such that the function c is continuous on [0, 1]
and it plays the role of a weight function. The disturbance w(t)
and the desired output yr (t) to be tracked by y(t) are governed
by the following distributed parameter exosystem
8
>>><

>>>:

wt (t, ⇠ ) = ↵w⇠ (t, ⇠ ) + ⇣ (⇠ )w(t, ⇠ ) = Sw t > 0,
w(t, 1) = 0

yr (t) = Qw(t) =

Z 1

0
q(⇠ )w(t, ⇠ )d⇠

= hq, wi t � 0, t � 0

(15)

where q is a space-varying continuous function on the interval
[0, 1]. Assume that if there is a subinterval I ⇢ [0, 1] in which
the function c = 0 then the function q is equal to zero on I . This
assumption is not restrictive since both functions represent the
weight functions for the output and the desired output. Denote
by e(t) the error between the output and the desired output

e(t) = y(t) � yr (t) = Cx(t) � Qw(t)
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3. State-feedback regulator problem

This section is devoted to solve the state-feedback control
problem. Indeed, the main objective here is to find a controller
under the form

u(t) = Kx(t) + Lw(t) (16)

where K and L are bounded operators, i.e K , L 2 L(L2(0, 1),R)
and satisfies:
(i) The operator A + BK generates an exponentially stable C0-
semigroup. (ii) The error e(t) = Cx(t) � Qw(t) converges asymp-
totically to zero, where x and w are generated by the system

⇢
ẋ(t) = (A + BK )x(t) + (BL + I)w(t)
ẇ(t) = Sw(t) (17)

First, let us focus on the design of the stabilizing feedback
operator K . By using the fact that exponential stability is strongly
related to the existence of solution of a certain Lyapunov equation
(see e.g. [11, Theorem 5.1.3]), the following theorem shows that
a stabilizing feedback can be found through the solution of a
differential Riccati equation.

Theorem 1. Let us consider the linearized CFRR process given by
(9). If the following differential Riccati-type equation

↵
d✓
d⇠

x = 2�✓x + nx � 2� ✓h� ✓ , xi = 0, ✓ (1) = 0 (18)

admits a unique positive solution ✓ , then the stabilizing feedback
operator is given by

Kx = �h� ✓ , xi (19)

The function n is a positive design function, which means it can be
adjusted to design a feedback to stabilize the closed-loop system at
a desired rate.

Proof. It can be easily shown that if Q0 is the nonnegative self-
adjoint solution of the following Riccati equation for all x 2 D(A)

�
A⇤Q0 + Q0A + N � 2Q0BB⇤Q0

�
x

= 0, 8x 2 D(A),Q0D(A) ⇢ D(A⇤)
(20)

when N is positive definite design operator (to be chosen), then
K = �B⇤Q0 is a stabilizing feedback operator. Indeed, it is enough
to see that the Riccati equation (20) can be rewritten as follows

(A � BB⇤Q0)⇤Q0 + Q0(A � BB⇤Q0) + N = 0

Now let us investigate the operator Riccati equation (20) in the
case of the linearized CFRR system (9). Let us choose N = n(⇠ )I
and assume that Eq. (20) admits a solution of the form Q0 = ✓ (⇠ )I .
This can be considered as a valid assumption unless a contradic-
tion arises in the development latter. The motivation behind this
assumption is to convert the operator Riccati equation (20) into a
scalar differential Riccati equation. Indeed, under this assumption,
Eq. (20) can be written for any x 2 D(A)

�↵
d(✓x)
d⇠

+ �✓x + ✓

✓
↵
dx
d⇠

+ �x
◆

+ nx � 2✓� h� , ✓xi = 0

The last term is a result of the fact that B⇤w = h� , wi, 8w 2

L2(0, 1). The previous equation leads to the following

�↵
d(✓x)
d⇠

+ �✓x + ✓↵
dx
d⇠

+ ✓�x + nx � 2✓� h� , ✓xi = 0

which implies

�↵
d✓
d⇠

x � ↵✓
dx
d⇠

+ �✓x + ✓↵
dx
d⇠

+ ��x + nx � 2✓� h� , ✓xi = 0

Consequently, ✓ is the positive solution of Eq. (18). The condition
✓ (1) = 0 is a consequence of the condition Q0D(A) ⇢ D(A⇤).
Moreover, the stabilizing feedback expression (19) is a result of
the fact that K = �B⇤Qo. ⇤

Remark 1. Note that Eq. (18) is not a standard Riccati differential
equation due to the last term, which is a consequence of the form
of B⇤. Indeed, the operator B⇤ acts on functions x 2 L2(0, 1) to
produce the weighted average value with respect to � as a weight
function. If the average value is substituted by the original space-
varying function, then this will lead to the following standard
Riccati differential equation

↵
d✓
d⇠

= 2�✓ + n � 2� 2✓2
= 0, ✓ (1) = 0 (21)

which admits a unique positive solution ✓ . (see
[36, Theorem 4.2.1])

Now let us investigate the state-feedback control problem,
more precisely let us design the operator L. In order to express
the operator L, the following lemma is required.

Lemma 1. If there exist ⇧ 2 L(L2(0, 1)) and � 2 L(L2(0, 1),R)
such that the following Sylvester equations

A⇧ � ⇧S + B� + I = 0 (22)

C⇧ � Q = 0 (23)

hold, then the tracking error e(t) converges asymptotically to zero.

Proof. Assume that ⇧ and � are solutions of (22)–(23). Let us
choose L = � �K⇧ and substitute in Eq. (17) to get the following

ẋ(t) = (A + BK )x(t) + (B(� � K⇧ ) + I)w(t)

By using Eq. (22), one gets

ẋ(t) = (A + BK )x(t) + ((⇧S � A⇧ ) � BK⇧ )w(t)

= (A + BK )x(t) + ⇧Sw(t) � (A + BK )⇧w(t)

= (A + BK )(x(t) � ⇧w(t)) + ⇧ẇ(t)

By taking x̃(t) = x(t)�⇧w(t), the equation above can be written
as
˙̃x(t) = (A + BK )x̃(t)

Since A + BK is the generator of an exponentially stable C0-
semigroup on L2(0, 1), then

x̃(t) = e(A+BK )t x̃(0)

which is equivalent to

x(t) = e(A+BK )t (x(0) � ⇧w(0)) + ⇧w(t)

Therefore, the error e(t) can written as

e(t) = Cx(t) � Qw(t) = Ce(A+BK )t (x(0) � ⇧w(0)) + (C⇧ � Q )w(t)

Using Eq. (23) and the exponential stability of e(A+BK )t and the fact
that C is bounded, it is trivial to conclude that e(t) ! 0 when
t ! 1. ⇤

Now, let us investigate Eqs. (22) and (23) in an explicit way
for the CFRR linearized system. The following theorem shows
that the state-feedback operator L can be expressed through the
solution of a Sylvester differential equation.
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Theorem 2. Let us consider the linearized CFRR process given by
(13) with disturbances generated by the exosystem (15). Let ✓ be the
unique solution of Eq. (18). If there exist two functions  and ⇡ such
that the following equations are satisfied for all w 2 D(S)

↵
d⇡
d⇠

w + (� � ⇣ )⇡w + � h, wi + w = 0, ⇡ (0) = 0 (24)

⇡c = q (25)

then the state-feedback control given by

u(t) = H
✓

x
w

◆
= �h� ✓ , xi + h + � ✓⇡ , wi (26)

drives the tracking error e(t) to zero when t goes 1.

Proof. First note that Eq. (22) is a Sylvester equation that admit a
unique solution ⇧ since the spectrums of A and S are both empty,
which means that the two operators do not share any eigenvalue.
Let us assume that ⇧ = ⇡ (⇠ )I , where the function ⇡ is absolutely
continuous and d⇡

d⇠ 2 L2(0, 1). If one assumes that ⇡c = q, then
it is obvious that Eq. (23) is satisfied. On the other hand, let us
define the operator � for any w 2 L2(0, 1) as follows

� w = h, wi

where  is a continuous function. In this case, Eq. (22) can be
written for any w 2 D(S) as follows

A⇧w � ⇧Sw + B� w + w = 0

By using the expressions of the operators A and S given by (11)
and (15), respectively, one gets

↵
d(⇡w)
d⇠

+ �⇡w � ⇡↵
dw
d⇠

� ⇡⇣w + � h, wi + w = 0

By simply using product rule for derivative, one obtains the
following equation

↵
d⇡
d⇠

w + ↵⇡
dw
d⇠

+ �⇡w � ⇡↵
dw
d⇠

+ � h, wi + w = 0

Consequently, the functions ⇡ and  satisfy the Eqs. (24) and
(25). ⇤

Remark 2. It is clear that Eq. (22) admits a unique solution due
to the fact that the spectrums of A and S are both empty. In
order to solve this equation, it has been converted to the scalar
differential Sylvester Eq. (24), which is easier to solve together
with Eq. (25). Indeed, Eq. (25) is an algebraic equation that can be
solved first to get the function ⇡ , then by plugging the solution ⇡
in Eq. (24), one can get the solution  . This process is valid due to
the assumption given after Eq. (15) since this will help to avoid
the case when c equals to zero on a subinterval in which q is not
zero.

4. Error-feedback control problem

In order to implement the state-feedback controller (16), full
information on the state and disturbance should be available,
which is not realistic from application point of view. This Mo-
tivates the need to investigate the more practical error-feedback
control problem, where the objective is to find a controller of the
form
8
>><

>>:

✓
˙̂x(t)
˙̂w(t)

◆
= A

✓
x̂(t)
ŵ(t)

◆
+ Ge(t)

u(t) = Kx̂(t) + Lŵ(t) = H
✓

x̂(t)
ŵ(t)

◆ (27)

such that the operator

A =

✓
A BH
GC A

◆

generates an exponentially stable C0-semigroup and the error
e(t) = Cx(t) � Qw(t) converges to zero as t ! 1.

First, remember that the expression of the stabilizing feedback
operator H is given in Theorem 2 in term of the functions ⇡
and  provided that these two functions satisfy Eqs. (24)–(25).
Moreover, this guarantees that the operators ⇧ = ⇡ (⇠ )I and
L = h, ·i satisfy Eqs. (22)–(23) (see the proof of Theorem 2). Now
let us consider the operators A0 and C0 given by

A0 =

✓
A BdF
0 S

◆✓
x
w

◆
= ↵

d
d⇠

✓
x
w

◆
+ M̃

✓
x
w

◆

C0

✓
x
w

◆
= (C � Q )

✓
x
w

◆
= hc, xi � hq, wi

where the domain of A0 is given by

D(A0) = {x̃ 2 (L2(0, 1))2 : x̃ absolutely continuous,
dx̃
d⇠

2 (L2(0, 1))2, x̃(0) = 0}

Following similar proof of [31, Theorem 4.2], it can be shown

that if G =

✓
G1
G2

◆
is the output injection operator for the pair

(C0, A0) and the operator A is given by

A =

✓
A + BK � G1C BdF + B(� � K⇧ ) + G1Q

�G2C S + G2Q

◆

then the tracking error converges to zero as t goes to infinity. In
order to complete the design of the controller (27), the stabiliz-
ing output injection operator G should be found. The following
theorem states that the output injection operator G can be found
through the solution of a matrix differential equation

Theorem 3. Let us consider the pair (C0, A0) and let M0 a definite

positive design matrix. If the matrix �̃ =

✓
�̃11 �̃12
�̃21 �̃22

◆
is the

unique nonegative solution of the matrix differential Riccati equation

� v
d�̃
d⇠

= M̃�̃ + �̃M̃⇤
+ M0 � �̃C⇤

0C0�̃, �̃(0) = 0 (28)

then G = ��̃C⇤

0 =

✓
q�̃12 � c�̃11
q�̃22 � c�̃21

◆
=

✓
G1
G2

◆
is the stabilizing

output injection of the pair (C0, A0).

Proof. By duality principle, G is the stabilizing output injection
operator of the pair (C0, A0) is equivalent that G⇤ is the stabilizing
state-feedback operator of the pair (A⇤

0, C
⇤

0 ). Hence, G
⇤ can be

found through the same idea of Theorem 1, which is based on
the solution of the associated operator Riccati equation
h
A0Q̃0 + Q̃0A⇤

0 + M0 � 2Q̃0C⇤

0C0Q̃0

i
x̃

= 0, 8x̃ 2 D(A⇤

0), Q̃0D(A⇤

0) ⇢ D(A0)
Since the above equation admits a unique nonegative solution,
let us assume that the solution is under the form Q̃0 = �̃0I ,
therefore, by using the expression of the operators A0 and its
adjoint, one can write

v
d(�̃0x̃)
d⇠

+ M0�̃0x̃ � v�̃0
dx̃
d⇠

+ �̃0M̃⇤x̃ + M0x̃ � �̃0C⇤

0C0�̃0x̃ = 0

which means that �̃0 is the unique nonnegative solution of the
matrix Riccati differential equation (28). Furthermore, the condi-
tion �̃(0) = 0 is a result of the inclusion condition Q̃0D(A⇤

0) ⇢
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D(A0). Moreover, the fact that �̃0 is nonnegative implies that Q̃0
is nonnegative. Indeed, it is a consequence of the fact that

hQ̃0x, xi =

Z 1

0
x̃T (⇠ )�̃0(⇠ )x(⇠ )d⇠ ⇤

Remark 3. Existence and uniqueness of the nonnegative solution
of the matrix differential Riccati equation (28) is guaranteed
by [36, Theorem 4.1.6] since M0 and C⇤

0C0 are positive definite
matrices.

Based on the form of the dynamical controller (27) and also
by using the results of Theorems 2 and 3, the error feedback
controller can be written explicitly as follows

Corollary 1. Let us consider the linearized CFRR process with
disturbance given by (13). Let n be a positive design function and M0
a positive definite design matrix. If ✓ is the unique positive solution
of Eqs. (18) and ⇡ and  are the solutions of Eqs. (24)–(25) and
the functions {�̃i,j}1i,j2 are the entries of the nonnegative solution
of the matrix differential equation (28). Then the error feedback
controller given by
8
>>>><

>>>>:

˙̂x(t) = ↵x̂⇠ + � x̂ � � h� ✓ , x̂i + (c�̃11 � q�̃12)hc, x̂i + ŵ

+ � h� ✓⇡ , ŵi + (q�̃12 � c�̃11)hq, ŵi

+ (q�̃12 � c�̃11)e(t)
˙̂w(t) = ↵ŵ⇠ + ⇣ ŵ + (q�̃22 � c�̃21)

⇥
hq, ŵi � hc, x̂i + e(t)

⇤

u(t) = �h� ✓ , x̂i + h + � ✓⇡ , ŵi

(29)

drives the output of linearized CFRR to track the reference trajectory
yr . Furthermore, the closed-loop system under the error feedback
input u is exponentially stable.

Robustness of the error-feedback controller (29) is an impor-
tant issue. It is known that the regulator problem is based on the
internal model principle and also any error-feedback controller
which achieves closed-loop stability also achieves robust output
regulation if and only if the controller incorporates a suitably
reduplicated model of the dynamic structure of the exosystem
(see [28]). In Corollary 1, it has been shown that, under some
conditions, the error-feedback controller (29) drives the output
to track the reference yr and stabilizes the closed-loop system.
Now, let us make a perturbation of the parameters ↵, �, � and c
of system (13) to ↵p, �p, �p and cp, which leads to the perturbed
system (Ap, Bp, Cp). The main question here is under what con-
ditions the controller (29) solves the error-feedback regulation
problem associated with the perturbed system. For this purpose,
let us consider the following assumptions:
(A1) The operator Ap generates a C0-semigroup and the operators
Bp, Cp are bounded operators.
(A2) The exponential stability of the closed-loop system is pre-
served.

In [33], it has been shown that, under some conditions on
the perturbed plant, the error-feedback controller (27) robustly
regulates and stabilizes the closed-loop system. The following
corollary is an immediate consequence of [33, Theorem 9].

Corollary 2. Assume that the controller (29) is robustly regulating
in the sense of [33, Definition 8]. If the conditions (A1) and (A2) are
satisfied and there exist ⇡ and  satisfying the perturbed version
of Eqs. (24)–(25). Then the error-feedback controller (29) drives the
output of the perturbed linear CFRR to track the reference trajectory
yr and exponentially stabilizes the closed-loop system.

Table 1
Model parameters.
Parameter Value Unit

✏ 0.51 s�1

vin 1 ms�1

M 0.029 kg/mole
k1 1.35E5 s�1

Rg 8.314 J mol�1 K�1

E 54400 J mol�1

⇢g 1240 kg l�1

⇢s 1240 kg l�1

�Hr �802E3 J mol�1

Cpf 1066 J kg�1 K�1

Cps 1020 J kg�1 K�1

P 101,325 J m�3

µeff 0.1

5. Case study: Methane lean combustion

Methane is the second most dangerous greenhouse gas and
is contributing 20 times more to global warming than carbon
dioxide. In order to perform complete oxidation of methane,
catalytic combustion is one of the most efficient and promising
technologies. Here, the theoretical results developed earlier are
to be illustrated through numerical simulations for the methane
combustion case study.

CH4 + 2O2 ! CO2 + 2H2O

Remember that the feedback regulators are developed on the ba-
sis of the linearized model (9), which describes the plant with one
flow direction. The reverse flow direction can be also described by
the same model taking into consideration the velocity sign and
the boundary condition. This means that the feedback regulators
developed earlier can be slightly modified during the reverse flow
direction. The main objective is to achieve tracking of the desired
output and closed-loop stability under the designed regulators.
The values of the plant parameters to be utilized in the numerical
simulations are depicted in the Table 1.

Here we consider the exosystem (15) with ⇣ = 1, which
means that w is the solution of the PDE

wt = ↵w⇠ + w

which can be solved easily by the method of characteristics to get
the disturbances as follows

w(t, ⇠ ) = f (⇠ + ↵t) exp
�
�↵�1⇠

�

where f is an arbitrary function. One disadvantage of the error-
feedback controller is the fact that the desired trajectory and
the disturbance signals are produced from the same exosystem.
However, the function f gives us some degrees of freedom. In-
deed, disturbances in fixed-bed reactors are propagated through
the reactor-bed as wave-like signals. Therefore, the function f is
chosen as a sine function to fit this type of disturbances and also
to track a sinusoidal trajectory. If f (⇠ ) = sin(⇠ ), then the solution
in this case is given by

w(t, ⇠ ) = sin(⇠ + ↵t) exp
�
�↵�1⇠

�

Now if we choose q(⇠ ) = exp
�
↵�1⇠

�
, then the reference trajec-

tory to be tracked is given by

yr (t) = hq, wi =

Z 1

0
sin(⇠ + ↵t)d⇠ = cos(↵t) � cos(1 + ↵t) (30)

To perform numerical simulations for the reverse flow plant, a
full cycle of 600 s is considered here. In order to control the
temperature in the CFRR, the fluid flow velocity is manipulated
at the gas removal location. The stationary state of the CFRR is
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Fig. 1. State-feedback control block diagram.

Fig. 2. Error-feedback control block diagram.

Fig. 3. Left: Closed-loop temperature deviation x under state-feedback regulator.

computed by solving Eq. (7) at stationary state using the inlet
values Yin = 0.03 and Tin = 298 K. First let us assess the perfor-
mances of the state-feedback regulator. For this purpose, Eq. (18)
is solved to get the function ✓ and also Eqs. (22)–(23) are solved
to get the functions ⇡ and  . Sampling of 100 points is utilized
to discretize the closed-loop equations. The resulting deviated
response of the nonlinear closed-loop system is given in Fig. 1.
It is easy to observe that the state-feedback regulator stabilizes
the system. Moreover, Fig. 2 shows that the output of the closed-
loop system tracks the desired output given by (30). On the other
hand, to assess the performances of the error-feedback regulator,
we need to solve the matrix Riccati differential equation (28) to
get the function �̃ and then solve the error-feedback controller
equations (29). The response of the nonlinear closed-loop system
is shown in Fig. 3 and the outputs are shown in Fig. 4. Here
again it can observed that the designed error-feedback regulator
stabilizes the system and guarantees the tracking of the desired
output. (See Figs. 5 and 6.)

Fig. 4. The output y and the reference trajectory yr under state-feedback
regulator.

Fig. 5. Left: Closed-loop temperature deviation x under error-feedback regulator.

Fig. 6. The output y and the reference trajectory yr under error-feedback
regulator.

6. Conclusion

State feedback and error feedback regulation problems have
been solved to control the temperature through gas removal
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strategy in the catalytic flow reversal reactor. The investiga-
tion of these problems is based on the infinite-dimensional lin-
earized version of the process PDE model. Moreover, it is assumed
that the disturbances and reference trajectory are generated by
a distributed parameter system. The developed regulators has
been tested through numerical simulations for the case study of
methane combustion.

Extension of the state feedback and error feedback regula-
tion problem for a general class of diffusion–convection–reaction
processes is the subject of future investigation.
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