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Summary: The European Union (EU) is leading in the regulation of data
privacy and artificial intelligence through the General Data Protection Reg-
ulation (GDPR), the proposed European Commission (EC) regulation, and
the proposed European Parliament (EP) regulations concerning Artificial
Intelligence (AI). The EU also regulates Al through ethical aspects and
Intellectual Property Rights as well as the Council of Europe’s conclusions
concerning the use of sandboxes regulations and experimentation clauses.
This article highlights the EU’s missed opportunities to create synergies
between the GDPR and the proposed Al regulations, given that in several
instances they deal with issues that must be regulated from an Al per-
spective, while simultaneously ensuring data protection of EU citizens.
In particular, the EU’s ad hoc approach to Al regulation creates lacunas
because of its failure to fully integrate the essential components of Al data
and algorithm within a regulatory framework.
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1. Introduction

The European Union (EU) is one of the most important players in the field of
artificial intelligence (Al) and data privacy. In the last few years, the various
organs of the EU have adopted numerous documents and mechanisms, binding
and non-binding, addressing both data protection and Al.' The EU aims to as-
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' See generally, REDING, V. The Upcoming Data Protection Reform for the European
Union. International Data Privacy Law. 2011, vol. 1, no. 1, pp. 3; LOENEN, B., KULK, S.,
PLOEGER, H. Data Protection Legislation: A Very Hungry Caterpillar: The Case of Mapping
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sume a global role while simultaneously protecting its citizens from any potential
risks.? To that end, one can notice the ambitious but cautious approach embraced
by the EU when addressing the various aspects of Al and data development,
regulation, and use. This approach has resulted in the adoption of several recent
regulations and proposals tackling Al and data privacy in the EU that in turn
have been the subject of vigorous scholarly debate.’

The EU in the data domain adopted the General Data Protection Regula-
tion (GDPR) in 2016, aiming to update rules for the protection of data privacy
throughout the EU.* The GDPR replaced the Data Protection Directive (DPD),’
which governed data privacy since 1995.6 In simple terms, the GDPR’s objective
is to grant EU citizens more control over their personal data and the way this
data is being used, making the citizen’s consent a cornerstone on the basis of
which companies can collect and process personal data.” Since its adoption, the
GDPR has been either hailed as a model for future data protection regulations to
be adopted in the EU and globally, or as a regulation suffering from numerous
shortcomings requiring its amendment.®

Data in the European Union. Government Information Quarterly. 2016, vol. 33, no. 2, pp. 338;
HILDEBRANDT, M. The Attificial Intelligence of European Union Law. German Law Journal.
2020, vol. 21, no. 1, pp. 74.

2 See generally, VEALE, M. A Critical Take on the Policy Recommendations of the EU High-Level
Expert Group on Atrtificial Intelligence. European Journal of Risk Regulation. 2020, vol. 11,
no. 1, pp. 1; PURTOVA, N. The Law of Everything. Broad Concept of Personal Data and Future
of EU Data Protection Law. Law, Innovation and Technology. 2018, vol. 10, no. 1, pp. 40.

3 See generally, VESNIC-ALUJEVIC, L., NASCIMENTO, S., POLVORA, A. Societal and Ethi-
cal Impacts of Artificial Intelligence: Critical Notes on European Policy Frameworks. Telecom-
munications Policy, 2020, vol. 44, no. 6:101961, pp. 1; KOSTA, E. Consent in European Data
Protection Law. Leiden: Martinus Nijhoff Publishers, 2013; REDING, V. The European Data
Protection Framework for the Twenty-First Century. International Data Privacy Law, 2012,
vol. 4, no. 3, pp. 119; KOOPS, B.-J. The Trouble with European Data Protection Law. Interna-
tional Data Privacy Law. 2014, vol. 4, no. 4, pp. 250.

4 FEFER, R. F. EU Data Protection Rules and U.S. Implications [online]. Available at: https://fas.

org/sgp/crs/row/IF10896.pdf

VOSS, W. G. European Union Data Privacy Law Reform: General Data Protection Regulation,

Privacy Shield, and the Right to Delisting. The Business Lawyer. 2017, vol. 72, no. 1, pp. 221.

European Commission, Fundamental Rights [online]. Available at: https://ec.europa.eu/info/law/

law-topic/data-protection/data-protection-eu_en

7 SHEIKH, S. Understanding the Role of Artificial Intelligence and Its Future Social Impact.
Hershey: IGI Global, 2020, pp. 269.

8 See generally, VOIGT, P., VON DEM BUSSCHE, A. The EU General Data Protection Reg-
ulation (GDPR): A Practical Guide. Cham: Springer, 2017; BHAIMIA, S. The General Data
Protection Regulation: the Next Generation of EU Data Protection. Legal Information Man-
agement. 2018, vol. 18, no. 1, pp. 21-28.; TIKKINEN-PIRI, C., ROHUNEN, A., MARK-
KULA, J. EU General Data Protection Regulation: Changes and Implications for Personal
Data Collecting Companies. Computer Law & Security Review. 2018, vol. 34, no. 1, pp. 134;
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In the Al field, EU institutions have issued various documents outlining their
main priorities. These priorities include (1) boosting the technological and indus-
trial capacity of the Union and the dissemination of Al in the various economic
sectors; (2) preparing for the various expected changes resulting from Al —mainly
socio and economic ones; and (3) the development of suitable ethical and legal
rules.” The EU adopted a coordinated approach to benefit from opportunities
emerging from Al while addressing existing challenges. The goal is to lead the
way in Al based on EU values and strengths that led, for instance, to the launch of
an EU initiative on Al in 2017.'° The combined efforts of the various institutions
led to the recent adoption of several propositions for EU regulations concerning
harmonised rules on Al civil liability by the European Commission, and Al ethical
aspects and Intellectual Property Rights (IPRs) by the European Parliament (EP).

The analysis in this Article will highlight the EU’s missed opportunities to
create synergies between the GDPR and the proposed Al regulations, given that
in several instances they deal with issues that must be regulated from an Al
perspective, while simultaneously ensuring data protection of EU citizens. In
particular, this paper argues that the EU’s ad hoc approach to Al regulation
creates lacunas because of its failure to connect the essential components of Al
data and algorithm within a regulatory framework.

The paper begins in Part I by providing the necessary background on the EU’s
General Data Protection Regulation (GDPR)." Part II provides a background on
the brief history, the types of data covered, and protected rights under the GDPR.
The background on the GDPR is necessary for a discussion on the extent of the
GDPR’s application to Al. Part III provides a brief overview of the proposed Al
regulations by the EC, EP and the EU Council. It will examine the proposed EC
proposal concerning the harmonised rules on artificial intelligence, EP regulations
concerning civil liability, ethical aspects, and IPRs. Part IV discusses the gaps in
the GDPR for regulating Al, and the gaps in the proposed Al regulations.

For purposes of this paper, Al is defined “as a suite of autonomous self-learn-
ing and adaptively predictive technologies that enhances the ability to perform

HOOFNAGLE, C. J., VAN DER SLOOT, B., BORGESIUS, F. Z. The European Union General
Data Protection Regulation: What It is and What It Means. Information & Communications
Technology Law. 2019, vol. 28, no. 1, pp. 65.

®  OECD, Artificial Intelligence in Society. Paris: OECD Publishing, 2019, pp. 138.

10 Communication from the Commission to the European Parliament, the European Council, the
Council, the European Economic and Social Committee and the Committee of the Regions.
Artificial Intelligence for Europe {SWD(2018) 137 final}.

" See Commission Regulation 2016/679 of Apr. 27, 2016, On the Protection of Natural Persons
with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and
Repealing Directive 95/46/EC (General Data Protection Regulation), 2016 O. J. (L 119) 87
[online]. Available at: https://op.europa.eu/s/omni [GDPR].
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tasks”.!? This definition is not far from the definition of Al systems in the EP’s
Resolution on the civil liability regime for artificial intelligence, which defines
an Al system under Article 3(a) as “either software-based or embedded in hard-
ware devices, and that displays behaviour simulating intelligence by, inter alia,
collecting and processing data, analysing and interpreting its environment, and
by taking action, with some degree of autonomy, to achieve specific goals.”'* The
definition of Al used in this paper is essentially that of machine learning AL
rather than the type of Al that is considered as strong AI' or true Al, which some
predict could happen when Al achieves singularity'® or human-level intelligence."”

2. EU’s GDPR

Before discussing the applicability of the GDPR!® to Al, this Section provides
a necessary brief overview of the GDPR. It begins with a brief history of the

2. TRUBY, J.,, BROWN, R., DAHDAL, A. Banking on Al: Mandating a Proactive Approach to

Al Regulation in the Financial Sector. Law and Financial Markets Review. 2020, vol. 14, no. 2,

pp. 110. The High Level Expert Group on Al (Al HLEG) arguable provides the broadest defi-

nition of Al when it defines an Al system as follows: software (and possibly also hardware)
systems designed by humans that, given a complex goal, act in the physical or digital dimension
by perceiving their environment through data acquisition, interpreting the collected structured or
unstructured data, reasoning on the knowledge, or processing the information, derived from this
data and deciding the best action(s) to take to achieve the given goal. Al systems can either use
symbolic rules or learn a numeric model, and they can also adapt their behaviour by analysing
how the environment is affected by their previous actions. European Commission, 4/-HLEG,

High-Level Expert Group on Artificial Intelligence. A definition of Al: Main capabilities and

Scientific Disciplines [online]. Available at: https://ec.europa.eu/digital-single-market/en/news/

definition-artificial-intelligence-main-capabilities-and-scientific-disciplines

European Parliament Resolution of 20 October 2020 with recommendations to the Commission

on a civil liability regime for artificial intelligence (2020/2014(INL)), Art. 3(a) [online]. Available

at: https://www.europarl.europa.eu/doceo/document/TA-9-2020-0276 EN.html

¥ BROWN, R. Property Ownership and the Legal Personhood of Artificial Intelligence. Informa-
tion & Communications Technology Law. 2021, vol. 30, no. 2, pp. 208 (stating that what people
call Al today is actually machine learning).

15 Ibid., p. 208; SEARLE, J. R. Minds, Brains, and Programs. Behavioral and Brain Sciences. 1980,
vol. 3, no. 3, pp. 417 (first coining the terms weak Al and strong Al).

1® GOOD, 1. J. Speculations Concerning the First Ultra Intelligent Machine. In: ALT, F., Ru-
binoff, M. (eds.). Advances in Computers. New York: Academic Press, 1965, vol 6.

17 PRESCOTT, T.J. The AI Singularity and Runaway Human Intelligence. In: LEPORA, N.,
MURA, A., KRAPP, H. (eds.). Biomimetic and Biohybrid Systems. Heidelberg: Springer-Verlag,
2013, vol. 8064, pp. 438. (arguing that “Al should be measured against the collective intelligence
of the global community of human minds brought together and enhanced be smart technologies
that include AI”).

18 See GDPR., op. cit., p. 87.
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GDPR, and its precursor, the Data Protection Directive (DPD)." Further, this
Section identifies the key provisions of the GDPR, including the types of data
covered within its scope, entities covered, and the various individual rights pro-
tection provided by the GDPR. Finally, this Section discusses the extraterritorial
reach of the GDPR for organizations and businesses located outside of the EU.

2.1. Brief History of the GDPR

Prior to the GDPR, the EU protected data privacy under the DPD,* a directive
passed by the EP that took effect in 1995.2' The DPD regulated the processing of
digital personal data and its free movement within the EU.* Over the next decade
since the enactment of the DPD, the EU recognized the new challenges brought
by technological developments, including the widespread use of big data, and
the need for further protections.® Further, the DPD did not create one uniform
data protection law across the EU, but rather created twenty-eight different data
protection laws among the EU member states.

The GDPR, proposed in 2012, aims to harmonize data protection laws in the
EU as a regulation, rather than as a directive such as the DPD. The GDPR has
a wider territorial scope, and is enforceable across all EU member states and
even outside the EU.* In addition, the GDPR aims to keep pace with evolving
technology, and offers greater protection to digital transactions of EU citizens.?

In 2016, the EU Parliament approved the GDPR’s final text, and it took ef-
fect in 2018 after a two-year transition period, ultimately supplanting the DPD.?
Compared to the DPD, the GDPR creates additional rights to EU data subjects,
imposes obligations to controllers and processors of data, and creates supervisory
authorities with specific enforcement powers.*’

19 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995.

2 Ibid.

2l PETERSEN, K. GDPR: What (and Why) You Need to Know About EU Data Protection Law.
AUG Utah Bar Journal. 2018, vol. 31, no. 4, pp. 12; MEDDIN, E. The Cost of Ensuring Pri-
vacy: How the General Data Protection Regulation Acts as a Barrier to Trade in Violation of
Articles XVI and XVII of the General Agreement On Trade in Services. American University
International Law Review. 2020, vol. 35, no. 4, pp. 997.

2 Ibid.

3 MONAIJEMI, M. Privacy Regulation in the Age of Biometrics that Deal with a New World Order
of Information. University of Miami International & Comparative Law Review. 2018, vol. 25,
no. 2, pp. 371. MEDDIN, E., op. cit., p. 997.

2 PETERSEN, K., op. cit., p. 12; MEDDIN, E., op. cit., p. 997.

% Ibid; MONAJEMI, M., op. cit., p. 371.

% Ibid., p. 12.

7 MONAJEMI, M., op. cit., p. 371.
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2.2. Types of Data Covered under the GDPR

To better understand the GDPR, it is important to delineate to whom the GDPR
applies, what types of data it protects, and to what extent the GDPR protects
personal data.

2.2.1. Controller or Processor

The GDPR covers two groups of people with separate and distinct roles: control-
lers and processors.?® The GDPR defines a controller as a person,” who “alone
or jointly with others, determines the purpose and means of processing data”.*’
A processor, on the other hand, is a person who “processes personal data on be-
half of a data controller.”*! The word “processing” is defined broadly to include
operations “performed on personal data or on sets of personal data”.’> The ex-
amples given include, among others, collecting, organizing, recording, storage,
use, erasure or destruction of personal data, regardless of whether it was done
by persons or automated means.** The GDPR deems controllers as the principal,
while the processor as the agent.* In this regard, the burden of showing compli-
ance is placed upon the controller.** The GDPR, therefore, requires controllers
to “implement appropriate technical and organisational measures” and policies
to ensure and demonstrate compliance with the GDPR.*

2.2.2. Personal Data and Special Category Data

The GDPR, as a layered regime, also divides the types of data it covers into
two categories: personal data and special category data.’” Article 4(1) defines
personal data as “any information relating to an identified or identifiable natural
person (‘data subject’)”.*® Further, whether a person is identifiable is broadly
defined to include direct or indirect reference to the “name, an identification

2 Ibid., p. 371; MEDDIN, E., op. cit., p. 997.

» The GDPR more specifically refers to “a natural or legal person, public authority, agency, or
other body”. GDPR., Art. 4(7-8).

3 GDPR., Art. 4(7); MEDDIN, E., op. cit., p. 371.

3 Ibid., Art. 4(8); MONAJEMI, M., op. cit., p. 371; MEDDIN, E., op. cit., p. 997.

2 Ibid., Art. 4(2).

3 Ibid., Art. 4(2), Art. 5, and Art. 9; MONAJEMI, M., op. cit., p. 371.

# MONAIJEMI, M., op. cit., p. 371.

* GDPR.,, Art. 5(2).

3 Ibid., Art. 24(1-2); MEDDIN, E., op. cit., p. 997.

37 1bid., Art. 4(1); MONAJEMI, M., op. cit., p. 371; ZARSKY, T. Z. Incompatible: The GDPR in
the Age of Big Data. Seton Hall Law Review. 2017, vol. 47, no. 2, pp. 996.

*# Ibid., Art. 4(1).
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number, location data, an online identifier” or other factors that specifically
identify a person’s “physical, physiological, genetic, mental, economic, cultural
or social identity.”* According to this definition, the GDPR covers web data like
IP addresses and user names.*

Following the approach of the DPD, the GDPR creates a special category
of data under Article 9 that includes the following: race, ethnic origin, political
views, religious or philosophical beliefs, trade union membership, genetic data,
biometric data, health data, and data concerning a natural person’s sex life or
sexual orientation.*' Special category data requires more stringent protection
than personal data.*’ In essence, processing of special category data is plainly
prohibited save for a few exceptions.** The exceptions include the processing of
data that is consented to, already made public by the person, and other specific
exceptions covering the need to exercise a legal right, public health, and substan-
tial public interest.** Another specific exception that is pertinent to this paper is
the exception for purely internal use by a non-profit organization.*

2.2.3. Purpose and Necessity of Data

The processing of personal data under the GDPR must also follow two re-
quirements that shape the scope of the data being processed: the purpose and
the necessity. Processing of personal data must be done according to a “spec-
ified, explicit, and legitimate” purpose.*® Personal data cannot be processed if
the processing contravenes or is “incompatible” with the originally specified
purpose.¥’

Additionally, the processing of data must adhere to the data minimization
principle, which requires that the data be “adequate, relevant and limited to what
is necessary in relation to the purposes for which they are processed”.*® In short,
data must only be processed when necessary. The data minimization principle
applies to both the scope, duration, and types of data being processed.*’

3 Ibid., Art. 4(1); MEDDIN, E., op. cit., p. 997.

4 MONAJEMI, M., op. cit., p. 371.

4 GDPR., art 9(1); MEDDIN, E., op. cit., p. 997; ZARSKY, T. Z., op. cit., p. 996.
4 Ibid., Art. 9; MONAJEMI, M., op. cit., p. 371.
Ibid., Art. 9(1).

4 Ibid., Art. 9(2); ZARSKY, T. Z., op. cit., p. 996.

4 Ibid., Art. 9(2); MEDDIN, E., op. cit., p. 997.

4 Ibid., Art. 5(1)(b); ZARSKY, T. Z., op. cit., p. 996.
47 Ibid.

#Ibid., Art. 5(1)(c); ZARSKY, T. Z., op. cit., p. 996.
4 ZARSKY, T. Z., op. cit., p. 996.
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2.3. Protected Rights under the GDPR

In addition to the rights covered by the DPD, the GDPR introduces new con-
cepts of rights with regards to personal data.*® Among the individual personal
data rights covered by the GDPR are (1) the right to consent and the right to
withdraw consent, (2) the right to erasure, (3) the right to rectification and re-
striction, (4) the right to object, (5) the right to right to access, and (6) the right
to portability.’!

2.3.1. Right to Consent and Right to Withdraw Consent

One of the most important rights protected under the GDPR is the need to obtain
consent prior to the processing of personal data.>* Notably, the GDPR requires
an “opt-in” rather than an “opt-out” consent.’> An “opt-in” consent places the
burden on the company to establish that the person has consented, as stated in
Article 7(1).>* “Opt-out” consent, on the other hand, allows companies to as-
sume consent unless the person opts-out.” The GDPR does not allow opt-out
consent because it requires written consent to use clear and plain language,*
that the consent be freely given,” that the person can withdraw the consent,*
and places the burden on the controller to demonstrate that person consented.*
Article 4(11) more specifically defines consent as a “freely given, specific,
informed and unambiguous indication” that the person agrees to the processing
of the personal data.

A corollary to the right to consent is the right to withdraw the consent. Ac-
cording to the preamble, “Consent should not be regarded as freely given if the
data subject has no genuine or free choice or is unable to refuse or withdraw
consent without detriment”.®® Therefore, the GDPR gives a person the right to

3 See European Data Protection Supervisor, The History of the General Data Protection Regu-

lation [online]. Available at: https://edps.europa.eu/data-protection/data-protection/legislation/
history-general-data-protection-regulation_en [hereinafter History of GDPR].

3t Ibid.

2 GDPR., Art. 7; MEDDIN, E., op. cit., p. 997; MONAJEMI, M., op. cit., p. 371.

3 Ibid.

3 Ibid., Art. 7(1).

% MEDDIN, E., op. cit., p. 997 (stating that “opt-in consent is a more affirmative manner of ob-
taining consent; no longer able to rely on a subject’s silence or on pre-checked boxes that are
not easily seen, known as opt-out consent, companies must actively seek and receive consent.”)

% GDPR., Art. 7(2).

7 Ibid., Art. 7(4).

# Ibid., Art. 7(3).

3 1Ibid., Art. 7(1); MEDDIN, E., op. cit., p. 997.

% Tbid., preamble, par. 42.
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withdraw consent “at any time”, and making it as easy to give and withdraw
consent under Article 7(3).%!

2.3.2. Right of Erasure or the Right to be Forgotten

The GDPR also give a person the right to be forgotten through the right of
erasure.®”” Under Article 17, a person has the right to ask the controller to erase
personal data affecting him or her without undue delay.*® The right to erasure
applies primarily in situations that do not comply with the GDPR when the pro-
cessing is no longer necessary for the purpose, the person withdraws consent, the
person object to the processing, unlawful processing, and for legal compliance.*

2.3.3. Right to Rectification and Restriction

The GDPR also gives persons the right to rectify and restrict the processing of
personal data. Under Article 16, persons can ask the controller to rectify inac-
curate personal data without undue delay.% This right also includes the right to
have incomplete data completed.

A similar right is the right for a person to ask the controller to restrict the pro-
cessing of personal data under Article 18 when the data’s accuracy is contested, the
processing is unlawful but the person objects to erasure, when the data is no longer
necessary for the purpose, and when the person has objected to the processing.®

2.3.4. Right to Access

The GDPR also gives persons the right to access their personal data under Arti-
cle 15, which gives persons the right to ask controllers to confirm whether their
data is being processed.’ If so, the person has the right to access and get a copy

1 TIbid., Art. 7(3); MONAJEMI, M., op. cit., p. 371 (noting that an organization may be able to argue
a “compelling legitimate ground” though it has the burden of showing specified and legitimate
reason, and public authorities cannot rely on this argument).

See European Data Protection Supervisor., op. cit. Before the GDPR, the Court of Justice of the
European Union (CJEU) in a 2104 decision held that Google was “obliged to remove from the list
of results displayed following a search made on the basis of a person’s name links to web pages,
published by third parties and containing information relating to that person.” Google Spain SL,
Google Inc. v. Agencia Espariola de Proteccion de Datos (AEPD), Mario Costeja Gonzalez,
ECLIL:EU:C:2014:131/12, par. 88 [online]. Available at: https://eur-lex.europa.eu/legal-content/
EN/TXT/?uri=CELEX%3A62012CJ0131

% GDPR., Art. 17.

8 TIbid., Art. 17 (a—f); MONAJEMI, M., op. cit., p. 371.

6 Ibid., Art. 16.

5 Ibid., Art. 18.

7 Ibid., Art. 15.
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of the personal data, including information about the purpose of the processing;
categories of data; recipients; period of storage; right to restrict, rectify, and erase
data; right o complaint; source of the data; and use of automation.*

2.3.5. Right to Portability

One of the novel rights introduced by the GDPR is the right to portability
under Article 20.% The right of portability, in essence, gives the person the right
to receive a copy of the personal data provided to a controller and have that data
transferred to another controller.” The right of portability, according to De Hert,
actually consists of three distinct rights: the right to receive a copy of the data,
(2) the right to transmit the data to another controller, and (3) the right to have
the data transmitted directly from one controller to another.”!

2.4. Extraterritorial Reach

Another salient feature of the GDPR is its broad extraterritorial reach. The
GDPR, as a regulation rather than a directive, applies to all EU member states.
Further, the GDPR applies to persons and activities located outside of the EU
in three circumstances. First, the GDPR applies to controllers and processors
located in EU member states whose processing of personal data takes place
outside of the EU.”

Second, the GDPR applies to controllers or processors located outside of
the EU when processing the personal data of persons who are located in the EU
whenever the processing activities relates to (1) the offering of good and service,
and (2) monitoring of behavior that takes place in the EU.” The GDPR will only
apply, however, if it is foreseeable that the processing activities will be directed
towards an EU member state.”

Third, the GDPR applies to controllers and processors not located in the EU,
but EU Member State law applies under international law.” The practical effect

¢ Ibid., Art. 15 (a—h); MONAJEMI, M., op. cit., p. 371; DE HERT, P., PAPAKONSTANTI-
NOU, V. The Right to Data Portability in the GDPR: Towards User-Centric Interoperability of
Digital Services. Computer Law & Security Review. 2018, vol. 34, no. 2, pp. 193.

% TIbid., Art. 20; DE HERT, P,, et al., op. cit., p. 193.

0 Ibid., Art. 20.

" DE HERT, P, et al., op. cit., p. 193.

2 GDPR., Art. 3(1).

7 Ibid., Art. 3(2); MONAJEMI, M., op. cit., p. 371. In this scenario, an EU representative must be
appointed. MEDDIN, E., op. cit., p. 997.

" MONAIJEMI, M., op. cit., p. 371.

> GDPR., Art. 3(3).
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of the GDPR is that every entity located anywhere in the world with a digital
presence in the EU will fall under the GDPR’s scope.” This is especially true
when the subject of the data is from the EU.”

3. EU Proposed Al Regulations

Several documents have been adopted recently by the EC, EP and the Council of
the EU advocating for the adoption of specific Al regulations. The EC adopted
a proposal in April 2021 laying down harmonised rules on artificial intelligence.”
The EP adopted three documents in October 2020 which are: the framework of
ethical aspects of artificial Intelligence, robotics and related technologies;” civil
liability regime for artificial intelligence,* and intellectual property rights for
the development of artificial intelligence technologies.®! The Council adopted in
November 2020, the conclusions on Regulatory sandboxes and experimentation
clauses as tools for an innovation-friendly, future-proof and resilient regulatory
framework that masters disruptive challenges in the digital age.®? All these doc-
uments will be examined briefly in this Section.

3.1. Proposal for a Regulation Laying Down Harmonised
Rules on Artificial Intelligence (Artificial Intelligence
Act) and Amending Certain Union Legislative Acts

The European Commission’s Proposal for a Regulation of the European Par-
liament and of the Council Laying Down Harmonised Rules on Artificial

*  MEDDIN, E., op. cit., p. 997.

7 MONAIJEMI, M., op. cit., p. 371.

8 European Commission Proposal for a Regulation of the European Parliament and of the Coun-
cil Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act) and
Amending Certain Union Legislative Acts (2021/0106) (COD) COM (2021) 206 Final.
European Parliament, Framework of ethical aspects of artificial intelligence, robotics and related
Technologies. European Parliament resolution of 20 October 2020 with recommendations to
the Commission on a framework of ethical aspects of artificial intelligence, robotics and related
technologies (2020/2012(INL)).

European Parliament Resolution., Art. 3(A).

European Parliament, Intellectual property rights for the development of artificial intelligence
Technologies. European Parliament resolution of 20 October 2020 on intellectual property rights
for the development of artificial intelligence technologies (2020/2015(INI)).

Council of the European Union, Council Conclusions on Regulatory sandboxes and experimen-
tation clauses as tools for an innovation-friendly, future-proof and resilient regulatory framework
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Intelligence (“EC Proposal”) focuses on laying down “harmonised rules for the
placing on the market, the putting into service and the use of artificial intelli-
gence systems (Al systems’) in the Union™® as well as prohibiting specific Al
practices and establishing certain requirements related to high-risk Al systems
and their operators.3 It also aims to ensure the adoption of harmonised rules
related to transparency for Al systems interacting with “natural persons, emotion
recognition systems and biometric categorisation systems, and Al systems used
to generate or manipulate image, audio or video content”;% and laying down
rules applicable to market monitoring and surveillance.

The proposal covers providers of Al systems even when they are located in
third countries as long as the Al system product or output is used in the EU. It
also covers users of the Al systems. Specific categories are not covered within the
proposal such as military use of these systems.?’ The proposal prohibits specific
Al practices when such practices exploit for instance the vulnerability of specific
group of persons having age, physical or mental disability.®

The proposal lays down detailed rules applicable to high-risk Al systems.
These rules are related to the classification of these high-risk Al systems; re-
quirements including the establishment of a risk management system, techni-
cal documentation, transparency and provision of information to users, human
oversight...% It also lays down the obligations of providers and users of high-
risk Al systems and other parties including product manufacturers, authorised
representatives, importers, distributors and any third party.”

The proposal includes specific procedural provisions related to the notifi-
cation of the authorities and other bodies,” related to standards, conformity
assessment, certificates, registration.”” It also covers transparency obligations
for certain Al systems and measures in support of innovation.”® Likewise, spe-
cific governance provisions related to the European artificial intelligence board,
national competent authorities,”* EU database for stand-alone high-risk Al sys-
tems and post-market monitoring, information sharing, market surveillance are

8 European Commission Proposal., op. cit., Art. 1(a).

% Ibid., Art. 1 (a) (b).
5 Ibid., Art. 1(c).
% Tbid., Art. 1(d).
S Ibid., Art. 2.

% Ibid., Art. 5.

9 Ibid., Art. 6-15.
% Tbid., Art. 16-29.
9 Tbid., Art. 30-39.
2 Tbid., Art. 40-51.
% Ibid., Art. 52-55.
% Tbid. Art. 56-59.
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stipulated.” Finally, the proposal allows the establishment of a code of conducts,
imposes penalties and rules for delegation of power and committee procedure.”

These are the main provisions of this proposal which aim at achieving the
following objectives: “1) ensure that Al systems placed on the Union market and
used are safe and respect existing law on fundamental rights and Union values;
2) ensure legal certainty to facilitate investment and innovation in Al; 3) enhance
governance and effective enforcement of existing law on fundamental rights and
safety requirements applicable to Al systems and 4) facilitate the development
of a single market for lawful, safe and trustworthy AI applications and prevent
market fragmentation”.”’

3.2. Framework of Ethical Aspects of Artificial Intelligence,
Robotics and Related Technologies

This framework establishes legal principles that must be respected, and which
include inter alia human dignity, autonomy and safety®® as well as “social inclu-
sion, democracy, plurality, solidarity, fairness, equality and cooperation”.”” The
framework imposes specific regulations for high-risk Al technologies emphasiz-
ing the need to comply with its ethical principles when developing, deploying
or using these technologies.!® It also adopts a human-centric and human-made
approach to Al explicitly stating that the development of high risk AI technolo-
gies must always remain under human oversight and allowing humans to regain
control when needed for various purposes such as changing these technologies. !

The framework also emphasises the importance of complying with safety,
transparency and accountability provisions. These include for instance develop-
ing, deploying and using these technologies while considering the potential safety
and security risks by adopting safeguards that comprise a fall-back plan and
action,'”” and by emphasising on transparency and traceability by documenting
the various elements, processes and phases.!®

The framework explicitly states that high risk Al technologies must be un-
biased and must not create discrimination based on a long list of topics that

% Ibid., Art. 60-68.

% TIbid., Art. 69-74.

o Ibid., p. 3.

% European Parliament Framework, Art. 5(1).
% Ibid., Art. 5 (3).

1 Tbid., Art. 6 (2).

191 Tbid., Art. 7 (1) (2).

12 Tbid., Art. 8(1) b.

193 Tbid., Art. 8(2).
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include “race, gender, sexual orientation, pregnancy, disability, physical or genet-
ic features, age...”'" A high-risk AI technology also according to this framework
is not supposed to influence elections or promote misinformation. Rather, the
framework must protect the rights of workers, encourage high quality education
as well as digital literacy, ensure equal opportunities to avoid increasing gender
pay gap and comply with IPR rules.'?

High-risk Al technologies must also consider the environment in their ac-
tivities as national authorities will evaluate the environmental impact of these
activities. Other national or European bodies may perform this task when the
law states that. The objective of the environmental assessment in both cases is
tackling various environmental issues and problems such as natural resources
management, climate change, environmental pollution, energy consumption...'%

Other rights that must be protected in accordance with the framework include
the respect for privacy and protection of personal data particularly the “use and
gathering of biometric data for remote identification purposes in public areas,
as biometric or facial recognition'*” and the right to redress according to which
an injury or harm caused to natural and legal persons as a result high-risk Al
technologies can be redressed by those persons.!%

These are the main rights protected under the framework where the rest of the
provisions are procedural (risk assessment; compliance assessment; European
certificate of ethical compliance) and institutional (governance standards and im-
plementation guidance; supervisory authorities; reporting of breaches and protec-
tion of reporting persons; coordination at Union level; Exercise of delegation).'®”

3.3. Civil Liability Regime for Artificial Intelligence

The regime makes a distinction between high-risk Al-systems and other Al-sys-
tems. The framework imposes on the operator strict liability for high-risk Al-sys-
tems in case of damage or harm caused by a “physical or virtual activity, device
or process driven by that Al-system”.!'* The European Commission is authorized
in this context to include new types of high-risk Al-systems in the scope of this
framework as well as delete and change existing high-risk AI-systems.!!!

194 Tbid., Art. 9(1).

15 Tbid., Art. 10.

16 Tbid., Art. 11.

107 Tbid., Art. 12.

198 Tbid., Art. 13.

199 Tbid., Art. 14-21.

119 European Parliament Resolution., Art. 4(1).
Ibid., Art. 4(2) a, b, c.
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Operators in accordance with this framework cannot be exonerated from lia-
bility even if they acted with due diligence or if an “autonomous activity, device
or process driven by their Al-system” was the cause of damage or harm,!"? but
shall not assume responsibility in case of force majeure.!”® In this context, the
frontend operator has a responsibility to purchase liability insurance while the
backend operator must purchase business liability or product liability insurance
covering its services. Existing compulsory insurance or voluntary corporate in-
surance funds of the frontend operator and the backend operator are considered
sufficient if they cover the amount of compensation mentioned in this regulation.'*
Finally, and given the primacy of EU law over national laws, this liability regime
will have primacy over national liability regimes in case of conflict concerning
“strict liability classification of Al-systems”.!"

The fault-based liability for other Al-systems is mentioned in Article 8 of the
framework."® In this case, the operator is exonerated from liability if 1) despite
taking all the measures for avoiding the activation of Al-system, he did not know
that this system was activated; 2) he observed due diligence by performing specific
actions mentioned in the framework such as ensuring the selection of a suitable
Al-system for the task, monitoring the work and constantly updating these systems.
Similarly, to high-risk Al-systems and other Al-systems, the autonomous nature of
the activity, device or process cannot be used as a justification for exonerating the
operator from liability while force majeure allows him to escape such liability.""” The
operator must even pay compensation when a third party causes the damage in case
its untraceable or impecunious,!'® while the producer of an Al-system must cooper-
ate with the operator or the affected person for the identification of the liabilities.'”

The rest of the provisions of this framework set the necessary rules in the con-
text of strict and fault-based liability such as the rule of compensation and so on.

3.4. Intellectual Property Rights for the Development
of Artificial Intelligence Technologies

The EP in this document did not include a draft regulation regarding IPRs in
the context of Al. Rather, it stressed the importance of addressing the interplay

12 Thid., Art. 4(3).
13 Thid,

14 Thid., Art. 4(4).
15 Thid., Art. 4(5).
16 Thid., Art. 8(1).
17 Tbid., Art. 8(2).
1S Thid., Art. 8(3).
19 Thid., Art. 8(4).
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