
QATAR UNIVERSITY

COLLEGE OF ENGINEERING

ARABIC QUESTION ANSWERING ON THE HOLY QUR’AN

BY

RANA R. MALHAS

A Dissertation Submitted to

the College of Engineering

in Partial Fulfillment of the Requirements for the Degree of

Doctorate of Philosophy in Computer Science

January 2023

© 2022. Rana R. Malhas. All Rights Reserved.



COMMITTEE PAGE

The members of the Committee approve the Dissertation of

Rana R. Malhas defended on 27/12/2022.

Dr. Tamer Elsayed
Dissertation Supervisor

Prof. Eric Atwell (University of Leeds)
Committee Member

Prof. Abdelaziz Bouras (Qatar University)
Committee Member

Prof. Junaid Qadir (Qatar University)
Committee Member

Approved:

Khalid Kamal Naji, Dean, College of Engineering

ii



ABSTRACT

Malhas, Rana, R., Doctorate : January : 2023, Doctorate of Philosophy in Computer

Science

Title: Arabic Question Answering on the Holy Qur’an

Supervisor of Dissertation: Dr. Tamer Elsayed.

In this dissertation, we address the need for an intelligentmachine reading at scale (MRS)

Question Answering (QA) system on the Holy Qur’an, given the permanent interest of

inquisitors and knowledge seekers in this sacred and fertile knowledge resource. We

adopt a pipelined Retriever-Reader architecture for our system to constitute (to the

best of our knowledge) the first extractive MRS QA system on the Holy Qur’an. We

also construct QRCD as the first extractive Qur’anic Reading Comprehension Dataset,

composed of 1,337 question-passage-answer triplets for 1,093 question-passage pairs

that comprise single-answer and multi-answer questions in modern standard Arabic

(MSA). We then develop a sparse bag-of-words passage retriever over an index of

Qur’anic passages expanded with Qur’an-related MSA resources to help in bridging

the gap between questions posed in MSA and their answers in Qur’anic Classical

Arabic (CA). Next, we introduce CLassical AraBERT (CL-AraBERT for short), a

new AraBERT-based pre-trained model that is further pre-trained on about 1.05B-word

Classical Arabic dataset (after being initially pre-trained on MSA datasets), to make it a

better fit for NLP tasks on CA text such as the Holy Qur’an. We leverage cross-lingual

transfer learning from MSA to CA, and fine-tune CL-AraBERT as a reader using a

couple of MSA-based MRC datasets followed by fine-tuning it on our QRCD dataset,

to bridge the above MSA-to-CA gap, and circumvent the lack of MRC datasets in CA.

Finally, we integrate the retriever and reader components of the end-to-end QA system
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such that the top k retrieved answer-bearing passages to a given question are fed to the

fine-tuned CL-AraBERT reader for answer extraction. We first evaluate the retriever

and the reader components independently, before evaluating the end-to-end QA system

using Partial Average Precision (pAP ). We introduce pAP as an adapted version of the

traditional rank-based Average Precision measure, which integrates partial matching in

the evaluation over multi-answer and single-answer questions.

Our experiments show that a passage retriever over a BM25 index of Qur’anic

passages expanded with two MSA resources significantly outperformed a baseline re-

triever over an index of Qur’anic passages only. Moreover, we empirically show that

the fine-tuned CL-AraBERT reader model significantly outperformed the similarly fine-

tuned AraBERT model, which is the baseline. In general, the CL-AraBERT reader

performed better on single-answer questions in comparison to multi-answer questions.

Moreover, it has also outperformed the baseline over both types of questions. Fur-

thermore, despite the integral contribution of fine-tuning with the MSA datasets in

enhancing the performance of the readers, relying exclusively on those datasets (without

MRC datasets in CA, e.g., QRCD) may not be sufficient for our reader models. This

finding demonstrates the relatively high impact of the QRCD dataset (despite its modest

size). As for the QA system, it consistently performed better on single-answer questions

in comparison to multi-answer questions. However, our experiments provide enough

evidence to suggest that a native BERT-based model architecture fine-tuned on the MRC

task may not be intrinsically optimal for multi-answer questions.
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CHAPTER 1: INTRODUCTION

The Qur’an is sacredly held by more than 1.9 billion Muslims across the world.1

It is the major source of knowledge, teachings, wisdom, and legislation in Islam, in

addition to its inclusion of scientific [117] knowledge that is beneficial to mankind. All

this encompassed knowledge makes the Holy Qur’an a rich and fertile source forMuslim

and non-Muslim knowledge-seekers pursuing answers to questions raised for learning,

out of curiosity, or skepticism. The Holy Qur’an is composed of 114 chapters (Suras)

and 6236 verses (Ayas) of different lengths, with a total of about 80k Arabic words.

The words, revealed more than 1,400 years ago, are in Classical Arabic (CA) [28]. It is

a phenomenal yet challenging document collection due to its long-chained anaphoric-

structures across the verses of the same chapter, in addition to the large diversity of

its topic categories that are scattered in different positions of the Qur’an. Moreover,

a qur’anic verse may relate to one or more topics, and the same topic may be tackled

in different chapters/verses, but in variant contexts [85]. We denote this challenging

feature in the Holy Qur’an by “unstructured topic diversity”.

Understanding the Holy Qur’an [28] and its encompassed knowledge is essential

to Muslims and the societies and communities they thrive in, not only because it touches

every aspect of their lives, but also to clear any misconceptions towards Islam that may

arise among members of their Muslim or non-Muslim communities. As such, there

will always be a need for intelligent question answering (QA) systems on the Holy

Qur’an that can address the information needs of its curious as well as skeptical users

(knowledge-seekers). In fact, a recent systematic review on Arabic NLP for Qur’anic

research [35] has explicitly identified the need for intelligent systems to answer the

questions of Muslims and non-Muslims as a required open issue for future research

1https://en.wikipedia.org/wiki/Islam_by_country

1
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directions. Moreover, the study revealed that most of the prevalent semantic-based

search systems for Qur’an are concept/topic-oriented rather than user-oriented, because

they “are designed from a topic perspective and not from a user perspective” [35].

In general, QA systems are broadly classified in the literature as either knowl-

edge base (KB)-QA or textual-QA, depending on the information sources they use in

extracting or generating the answers [29], [148]. KB-QA typically mines the answers

from manually constructed KB structures, while textual-QA extracts or generates them

from unstructured text documents (including those on the world wide web). Textual QA

approaches are recently being formulated as machine reading comprehension (MRC)

tasks [20], [148]. In the 1970s, MRC was initially perceived as the ideal apparatus to

evaluate the task of language understanding by computer systems [38]. Given a passage

of text, a machine reading comprehension system should read this passage and answer

comprehension questions about it [38]. After being dormant for decades, the MRC field

witnessed a resurgence that was mainly attributed to the development of large reading

comprehension datasets [67], [75], [111], which enabled the training of deep learning

neural MRC systems. These datasets are readily suitable for MRC tasks because each

question-answer pair is coupled with the passage(s) or document to which the answer

was extracted/generated from. As such, they include tuples of question-passage-answer

triplets [38]. Moreover, the advent and phenomenal success of transformer-based pre-

trained languagemodels, e.g., BERT [48], RoBERTa [83] and XLNet [141], have further

escalated the rate at which the field of neural MRC was progressing.

Interestingly, the perception towards the MRC task has evolved from being a

question answering (QA) task over a closed piece of text into an integral component of

modern AI systems, such as machine reading at scale (also called Open-domain QA)

2



that adopts the “Retriever-Reader” architecture [38], [39], [99], [140], [148]. This is

not to demote the importance of reading comprehension in closed settings (over a given

text), where the systems are relieved from the task of passage retrieval to purely focus

on inference and reasoning for answer extraction [104] or answer generation [34], [74],

[148]. In general, machine reading at scale (MRS) or Open-domain QA (OpenQA for

short) are used interchangeably in the literature to refer to answering a given question

without specifying the context to which the answers will be extracted/generated from (as

opposed to the traditional MRC task where the context to which the answer is extracted

or generated from, is specified). Thus, MRS (or OpenQA) enjoys a wider scope of

application over the world wide web or a local document repository [148], which makes

it suitable for application over a closed-domain like the Holy Qur’an.

In a nutshell, the problem we address in this dissertation is: given a question in

modern standard Arabic (MSA), a QA system should return a ranked list of answers

(as extracted spans of text) from the Holy Qur’an. Moreover, the QA system should

aim to find the answer to the given MSA question anywhere in the Holy Qur’an. The

question can be factoid or non-factoid. Factoid questionsmainly include “who”, “when”,

“where” and “how long/many” questions, while non-factoid questions mainly include

“why”, “describe”, and “evidence” questions.2 Figure 1.1 exhibits examples of questions

that reflect some of the challenges of this problem. For example, it is of paramount

importance for such a QA system to address the challenge of bridging the gap between

the questions being in MSA and the answers being in Qur’anic Classical Arabic; we

denote this gap by the MSA-to-CA gap for short (Figure 1.1-(b) presents an example of

this gap). In general, due to the literary style of Qur’anic text, answers to non-factoid

2Evidence questions mainly include “what is the ruling”, “what indications/evidence” and “yes/no”
questions. For example, answer(s) to a “yes/no” question is drawn from verses that provide evidence that
asserts or negates that question.
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Qur’anic Passage    الفقرة القرآنية 

ِ مَا ِ�� 
َّ
ِ
ّ

تِ ٱ�
ٰ

وَ مَٰ رْضِ ٱوَمَا ِ��  لسَّ
َ ْ
م بِھِ  لأ

ُ
فُوهُ يُحَاسِبْك

ْ
وْ تُخ

َ
مْ أ

ُ
نفُسِك

َ
 مَا ِ�ٓ� أ

۟
ُ ٱوَِ�ن تُبْدُوا

َّ
فِرُ  �

ْ
يَغ

َ
ف

ءُ وَ 
ٓ
ا

َ
بُ مَن َ�ش ِ

ّ
ءُ وَيُعَذ

ٓ
ا

َ
ن َ�ش

َ
ُ ٱلمِ

َّ
دِيرٌ  �

َ
ىْءٍ ق

َ
لِّ �ى

ُ
� �ٰ

َ
سُولُ ٱ ءَامَنَ . عَ� ھِ  لرَّ ِ�ّ

يْھِ مِن رَّ
َ
نزِلَ إِل

ُ
 أ

ٓ
 ۦبِمَا

ؤْمِنُونَ ٱوَ 
ُ ْ
لٌّ ءَامَنَ بِ  لم

ُ
ِ ٱ�

َّ
تِھِ  �

َ
ئِك

َٰٓ
تُبِھِ  ۦوَمَل

ُ
سُلِھِ  ۦوَرُسُلِھِ  ۦوَك ن رُّ حَدٍ مِّ

َ
 نُفَرِّقُ بَْ�نَ أ

َ
  ۦلا

۟
وا

ُ
ال

َ
وَق

يْكَ 
َ
نَا وَِ�ل كَ رَ�َّ

َ
فْرَان

ُ
عْنَا غ

َ
ط

َ
صِ�ُ� ٱسَمِعْنَا وَأ

َ ْ
 . لم

َ
  لا

ُ
ف ِ

ّ
ل

َ
ُ ٱيُ�

َّ
ْ�َ�ا  �

َ
سَبَتْ وَعَل

َ
هَا مَا ك

َ
 وُسْعَهَا ل

َّ
فْسًا إِلا

َ
ن

سَبَتْ ٱمَا 
َ
ت

ْ
تَھُ  ك

ْ
مَا حَمَل

َ
 إِصْرًا ك

ٓ
يْنَا

َ
حْمِلْ عَل

َ
 ت

َ
نَا وَلا ا رَ�َّ

َ
ن

ْ
أ
َ
ط

ْ
خ

َ
وْ أ

َ
 أ

ٓ
سِينَا

َّ
 إِن �

ٓ
ا

َ
ن

ْ
اخِذ

َ
 تُؤ

َ
نَا لا �  ۥرَ�َّ

َ
عَ�

ذِينَ ٱ
َّ
  ل

َ
نَا وَلا بْلِنَا رَ�َّ

َ
نَا بِھِ  مِن ق

َ
 ل

َ
ة

َ
اق

َ
 ط

َ
نَا مَا لا

ْ
ل  ٱوَ  ۦتُحَمِّ

ُ
ا وَ  عْف فِرْ ٱعَنَّ

ْ
نَا وَ  غ

َ
 ٱل

ٓ
ىٰنَا  رْحَمْنَا

َ
نتَ مَوْل

َ
أ

 
َ
اٱف

َ
�  نصُرْن

َ
وْمِ ٱعَ�

َ
ق

ْ
فِرِ�نَ ٱ ل

َٰ
ك

ْ
 . ل

 ما الدلائل ع�� أن القرآن ليس من تأليف سيدنا محمد (ص)؟ :السؤال

Question: What is the evidence that the Qur’an was not authored by 

prophet Muhammad (PBUM)? 

Gold Answer 

سُولُ ٱ ءَامَنَ  • ھِ  لرَّ ِ�ّ
يْھِ مِن رَّ

َ
نزِلَ إِل

ُ
 أ

ٓ
 ۦبِمَا

 

Qur’anic Passage    الفقرة القرآنية 

نَا 
ْ
يْلَ ٱوَجَعَل

َّ
َ�ارَ ٱوَ  ل   ل�َّ

ٓ
ا

َ
مَحَوْن

َ
  ءَايَتَْ�نِ ف

َ
يْلِ ٱءَايَة

َّ
  ل

َ
 ءَايَة

ٓ
نَا

ْ
َ�ارِ ٱوَجَعَل ن  ل�َّ  مِّ

ً
ضْلا

َ
 ف

۟
وا

ُ
تَبْتَغ ِ

ّ
 ل

ً
مُبْصِرَة

 عَدَدَ 
۟
مُوا

َ
مْ وَلِتَعْل

ُ
ك ِ�ّ

نِ�نَ ٱرَّ حِسَابَ ٱوَ  لسِّ
ْ

�  
ً

فْصِيلا
َ
ھُ ت

ٰ
نَ

ْ
ل صَّ

َ
ىْءٍ ف

َ
لَّ �ى

ُ
لَّ وَ . وَ�

ُ
ِ�َ�هُ  �

َٰٓ
ھُ ط

ٰ
زَمْنَ

ْ
ل

َ
نٍ أ

ٰ
 ۥإِ�سَ

رجُِ  ۦِ�� عُنُقِھِ 
ْ

ھُ وَنُخ
َ
مَةِ ٱيَوْمَ  ۥل قِيَٰ

ْ
ورًا ل

ُ
ىٰھُ مَنش

َ
ق

ْ
بًا يَل

ٰ
 ٱ. كِتَ

ْ
رَأ

ْ
فَىٰ بِنَفْسِكَ  ق

َ
بَكَ ك

ٰ
يَوْمَ ٱكِتَ

ْ
يْكَ  ل

َ
عَل

مَا َ�ْ�تَدِى لِنَفْسِھِ  هْتَدَىٰ ٱ نِ مَّ . حَسِيبًا إِنَّ
َ
ْ�َ�ا ۦف

َ
مَا يَضِلُّ عَل إِنَّ

َ
رَىٰ  وَمَن ضَلَّ ف

ْ
خ

ُ
 وِزْرَ أ

ٌ
زِرُ وَازِرَة

َ
 ت

َ
 وَلا

 
ً

 رَسُولا
َ

بْعَث
َ
ىٰ ن بِ�نَ حَ�َّ ِ

ّ
ا مُعَذ نَّ

ُ
 . وَمَا ك

ٓ
ا

َ
حَقَّ  وَِ�ذ

َ
 فِ�َ�ا ف

۟
فَسَقُوا

َ
َ�فِ�َ�ا ف

ْ
ا مُ�

َ
مَرْن

َ
 أ

ً
رَْ�ة

َ
ْ�لِكَ ق ن �ُّ

َ
 أ

ٓ
ا

َ
رَدْن

َ
أ

ْ�َ�ا 
َ
وْلُ ٱعَل

َ
ق

ْ
دْمِ�ً�ا ل

َ
َ�ا ت

ٰ
رَْ� دَمَّ

َ
مْ . ف

َ
نَا مِنَ  وَك

ْ
ك

َ
هْل

َ
قُرُونِ ٱأ

ْ
فَىٰ  ل

َ
نُوبِ عِبَادِهِ  مِنۢ َ�عْدِ نُوحٍ وَك

ُ
كَ بِذ  ۦبِرَّ�ِ

ا بَصِ�ً�ا بِ�ً�ۢ
َ

 خ
 : إن �ان الله قدر ع�� أفعا�� فلماذا يحاسب�ي؟السؤال

Question: If God decreed my actions, why would He hold me accountable? 

Gold Answers 

لَّ  •
ُ
ِ�َ�هُ  �

َٰٓ
ھُ ط

ٰ
زَمْنَ

ْ
ل

َ
نٍ أ

ٰ
  ۦِ�� عُنُقِھِ  ۥإِ�سَ

مَا َ�ْ�تَدِى لِنَفْسِھِ  هْتَدَىٰ ٱ نِ مَّ  • إِنَّ
َ
ْ�َ�ا ۦف

َ
مَا يَضِلُّ عَل إِنَّ

َ
 وَمَن ضَلَّ ف

 

(a) (b) 
 

Qur’anic Passage    الفقرة القرآنية 

وَدَتْھُ 
ِ�ىٱوَرَٰ

َّ
فْسِھِ  ل تِ  ۦهُوَ ِ�� بَيِْ�َ�ا عَن نَّ

َ
ق

َّ
ل

َ
بَ ٱوَغ

ٰ
بْوَ

َ ْ
  لأ

َ
الَ مَعَاذ

َ
كَ ق

َ
تْ هَيْتَ ل

َ
ال

َ
ِ ٱوَق

َّ
ھُ  � ھُ  ۥإِنَّ وَاىَ إِنَّ

ْ
حْسَنَ مَث

َ
ىٓ أ  يُفِْ�حُ  ۥرَّ�ِ

َ
لِمُونَ ٱلا

َّٰ
دْ . لظ

َ
ق

َ
تْ بِھِ  وَل ھِ  ۦهَمَّ نَ رَّ�ِ

ٰ
ءَا بُرْهَ ن رَّ

َ
 أ

ٓ َ
وْلا

َ
  ۦوَهَمَّ ِ�َ�ا ل

َ
لِكَ لِنَصْرِف

َٰ
ذ

َ
ك

وٓءَ ٱعَنْھُ  ءَ ٱوَ  لسُّ
ٓ
ا

َ
فَحْش

ْ
ھُ  ل ا  ۥإِنَّ

َ
صِ�نَ ٱمِنْ عِبَادِن

َ
ل

ْ
خ

ُ ْ
اٱوَ . �

َ
بَق

َ
بَابَ ٱ سْت

ْ
مِيصَھُ  ل

َ
تْ ق دَّ

َ
دَا  ۥوَق

َ
دَهَا ل فَيَا سَيِّ

ْ
ل

َ
بَابِ ٱمِن دُبُرٍ وَأ

ْ
لِيمٌ  ل

َ
ابٌ أ

َ
وْ عَذ

َ
ن ُ�ْ�جَنَ أ

َ
 أ

ٓ َّ
هْلِكَ سُوٓءًا إِلا

َ
رَادَ بِأ

َ
ءُ مَنْ أ

ٓ
تْ مَا جَزَا

َ
ال

َ
الَ . ق

َ
ِ�َ�  ق

 
ٓ
هْلِهَا

َ
نْ أ اهِدٌ مِّ

َ
هِدَ ش

َ
ى وَش فْ�ىِ وَدَتِْ�ى عَن نَّ مِيصُھُ رَٰ

َ
انَ ق

َ
تْ وَهُوَ مِنَ  ۥإِن �

َ
صَدَق

َ
بُلٍ ف

ُ
دَّ مِن ق

ُ
ذِبِ�نَ ٱق

َٰ
ك

ْ
مِيصُھُ  وَِ�ن. ل

َ
انَ ق

َ
بَتْ وَهُوَ مِنَ  ۥ�

َ
ذ

َ
ك

َ
دَّ مِن دُبُرٍ ف

ُ
دِقِ�نَ ٱق

ا. لصَّٰ مَّ
َ
ل

َ
مِيصَھُ  ف

َ
الَ  ۥرَءَا ق

َ
دَّ مِن دُبُرٍ ق

ُ
ق

ھُ  نَّ عَظِيمٌ  ۥإِنَّ
ُ

يْدَك
َ

نَّ إِنَّ ك
ُ

يْدِك
َ

 يُ . مِن ك
ُ

ا وَ  وسُف
َ

ذ
ٰ

عْرِضْ عَنْ هَ
َ
فِرِى ٱأ

ْ
نتِ مِنَ  سْتَغ

ُ
كِ ك نۢبِكِ إِنَّ

َ
ِ�نَ ٱلِذ

ٔ
اطِـ

َ
خ

ْ
الَ . �

َ
 ِ��  وَق

ٌ
دِينَةِ ٱِ�سْوَة

َ ْ
تُ ٱ لم

َ
عَزِ�زِ ٱ مْرَأ

ْ
فْسِھِ  ل تَٰ�َ�ا عَن نَّ

َ
وِدُ ف َ�ٰ�َ�ا ِ��  ۦتُرَٰ

َ
ن
َ
ا ل ا إِنَّ فَهَا حُب�

َ
غ

َ
دْ ش

َ
ق

بِ�نٍ  لٍ مُّ
َٰ
ا. ضَل مَّ

َ
ل

َ
ينًا ف ِ

ّ
ْ�ُ�نَّ سِك حِدَةٍ مِّ

ٰ
لَّ وَ

ُ
تْ �

َ
ا وَءَات

ًٔ
ـ
َ

ك هُنَّ مُتَّ
َ
عْتَدَتْ ل

َ
ْ�ِ�نَّ وَأ

َ
تْ إِل

َ
رْسَل

َ
رِهِنَّ أ

ْ
تِ  سَمِعَتْ بِمَك

َ
ال

َ
رجُْ ٱوَق

ْ
يْنَھُ  خ

َ
ا رَأ مَّ

َ
ل

َ
ْ�ِ�نَّ ف

َ
ھُ  ۥٓعَل

َ
َ�ْ�ن

ْ
ك

َ
  ۥأ

َ
ا َ�ش

َ
ذ

ٰ
ِ مَا هَ

َّ
شَ ِ�

ٰ
نَ حَ

ْ
ل

ُ
يْدَِ�ُ�نَّ وَق

َ
عْنَ أ

َّ
ط

َ
 وَق

َّ
 إِلا

ٓ
ا

َ
ذ

ٰ
رًا إِنْ هَ

رِ�مٌ 
َ

كٌ ك
َ
تْ . مَل

َ
ال

َ
نَّ  ق

ُ
لِك

َٰ
ذ

َ
ذِىٱف

َّ
ھُ  ل وَدتُّ دْ رَٰ

َ
ق

َ
ِ�ى فِيھِ وَل تُنَّ

ْ ُ
فْسِھِ  ۥلم   ۦعَن نَّ

َ
 ءَامُرُهُ  سْتَعْصَمَ ٱف

ٓ
مْ يَفْعَلْ مَا

َّ
ِ�ن ل

َ
نَ  ۥوَل ونًا مِّ

ُ
يَ�

َ
نَّ وَل

َ
يُْ�جَن

َ
غِرِ�نَ ٱل

الَ . لصَّٰ
َ
جْنُ ٱرَبِّ  ق �َّ  لّ�ِ

َ
حَبُّ إِ�

َ
  أ

ْ
صْرِف

َ
 ت

َّ
يْھِ وَِ�لا

َ
ِ�ىٓ إِل

َ
ا يَدْعُون مِمَّ

نَ  ن مِّ
ُ

ك
َ
ْ�ِ�نَّ وَأ

َ
صْبُ إِل

َ
يْدَهُنَّ أ

َ
ى ك هِلِ�نَ ٱعَّ�ِ

ٰ
جَ

ْ
�. 

Question: Who was the prophet that went to prison? ؟من هو الن�ي الذى دخل ال�جن :السؤال  

•  
ُ

 Gold Answer يُوسُف
 

(c) 

Figure 1.1. Example MRC questions and answers. (a) A non-factoid question with an
evidence-based answer that is a single span of text. (b) A non-factoid question with
two evidence-based answers (spans). It also showcases the MSA-to-CA gap, where the
first answer includes the word “ta’erahu” which means “his bird” in MSA, while in
Qur’anic CA, it means “his deeds and their implications on his happiness or misery”.
(c) A factoid question whose answer showcases a relatively long anaphoric-structure.
Text highlighted in blue is the reference expression to the preceding antecedent
(answer) highlighted in yellow.

questions are mostly evidence-based (Figure 1.1-(a) and (b)), while answers to factoid

questions are likely to require some form of coreference resolution (Figure 1.1-(c)).

Consequently, our QA task on the Qur’an requires multi-verse reasoning. Moreover, the

evidence-based nature of the answers supports our rationale for formulating the problem

as a rank-based task, because it would tend to better address the information needs of

inquisitors, who would rather see all answers. Hence, the QA system should address the

challenges posed by the Arabic language (in its two forms), in addition to those posed

by the Qur’anic text, which include long-chained anaphoric structures, and unstructured

4



topic diversity (as mentioned above).

Although CA and MSA share the same morphology and syntax characteristics,

they mainly differ in lexis, where contemporary western words found their way into

MSA through translation or transliteration and obsolete words were dropped [98]. Nev-

ertheless, CA remains richer in lexis [121], which widens the MSA-to-CA gap. This gap

is further compounded due to the rather sporadic non-conformity of the Holy Qur’an’s

Uthmani orthography3 to Classical Arabic (as shown in Figure 1.2), which is an open

issue in Qur’anic NLP research [35].

ا 
َّ
ھُ إِن

َٰ
ن

ْ
رْءَٰ جَعَل

ُ
اق

ً
 ن

َّ
ا ل مْ عَرَِ�ي�

ُ
ك

َّ
عَل

 
َ

ون
ُ
عْقِل

َ
)3:الزُّخرف(�

بٌ 
َٰ
 كِت

ْ
ت

َ
ل صِّ

ُ
 ف

ٰ
ھُۥءَايَ

ُ
ات

ً
رْءَان

ُ
ا عَرَ ق ِ�ي�

 
َ

مُون
َ
وْمٍ َ�عْل

َ
ق ِ

ّ
صِّ (ل

ُ
)3:لتف

(a) (b)

Figure 1.2. Examples of the non-conformity of the Qur’an orthography to Classical
Arabic. In (a) and (b), we exhibit two verses showing words whose “dagger alif” (or
“alif khanjariyah”) replace the traditional long vowel “alif”. In some cases, the same
word (e.g. the word “Qur’an” in green) may appear in different verses using either one
of the “alif” forms.

Arab J Sci Eng (2014) 39:4541–4564 4543

Fig. 2 Example Arabic inflection [1]

inflectional nature needs special handling for different Ara-
bic NLP tasks like stemming, lemmatization, morphological
analysis, PoS tagging, and even tokenization. Various tools
were developed to address this need as described shortly.

Unlike English and most Latin-based languages, Arabic
does not have capital letters which makes named entity recog-
nition (NER) harder. In the next section, we will review the
different approaches to the NER task.

One of the Arabic-specific difficulties is the lack of dia-
critics in modern standard Arabic (MSA), which adds to the
ambiguity of the question and the searched documents. For

example, the word in MSA can mean (Flag)

or (Science) according to context. However, much
interest has been given to diacritizing MSA to resolve this
ambiguity. The state-of-the-art in this area is the work accom-
plished by Rashwan et al. [55] that could solve the Arabic
diacritization problem with a very small error rate of about
3.1–12.5 %.

Like any other language, Arabic NLP needs language
resources (LRs). These LRs like lexicons, corpora, treebanks,
and ontologies are essential for syntactic and semantic tasks
either to be used with machine learning or for lookup and
validation of processed words. In the next section, we will
review the Arabic LRs that are important for Arabic QA and
its subtasks.

3 Arabic QA Tools

3.1 Morphological Analysis

Morphological analysis tools solve the problems that emerge
from the inflectional and derivational nature of the Arabic
language and the lack of diacritics in the modern standard
Arabic. They are concerned with typical syntactic NLP tasks
like

• Tokenization: separation of word morphemes into separate
tokens.

• Diacritization: adding diacritics (Tashkeel) to MSA, which
disambiguates the meaning.

• Stemming: removing affixes from words.
• Part-of-speech (PoS) tagging: determining the word part

of speech (noun, verb, preposition, etc.).
• Lemmatization: returning a word to its root (may depend

on PoS tagging).

3.1.1 AraMorph (Java port of Buckwalter Arabic
Morphological Analyzer)

AraMorph1 is another morphological analyzer that is a
Java port of the Buckwalter Arabic morphological analyzer
(BAMA) which was written in PERL. It has a dictionary-
based Arabic Stemmer, and it applies transliteration to the
Arabic word based on Buckwalter’s transliteration system.
So, is transliterated into ktAb prior to morphological
analysis [25]. Obviously, transliteration adds an unneeded
performance penalty to the stemming process making it
slower. AraMorph then uses a brute-force algorithm to
decompose the word in a sequence of possible prefix, stem,
and suffix, which makes the stemming process slower. It also
marks the semantic features of gender and number when they
are indicated by a gender and/or number suffix. It could tag
only 13 % of the nouns in a 3000-word corpus and 35.5 %
of a 20-million-word corpus [28].

3.1.2 MADA+TOKAN

Habash et al. [32] created MADA+TOKAN a freely available
toolkit that offers various Arabic NLP services like tokeniza-
tion, diacritization, morphological disambiguation, part-of-
speech (PoS) tagging, stemming, and lemmatization. MADA
examines all possible analyses for each word and then selects
the analysis that matches the current context using support
vector machine (SVM) model classification for 19 distinct,
weighted morphological features. TOKAN takes the output
of MADA and generates tokenized output in a customizable
format. MADA has over 86 % accuracy in predicting full
diacritization [32].

3.1.3 AMIRA Tools

Mona Diab [27] introduced the AMIRA toolkit, which
includes a clitic tokenizer, PoS tagger, and base phrase chun-
ker (shallow syntactic parser). The technology of AMIRA is
based on supervised learning with no dependence on explicit
modeling or knowledge of deep morphology. It also gives
the user the flexibility to request tokenized or non tokenized
PoS tagged output. The PoS tagger accuracy is 96 %. The

1 AraMorph: http://www.nongnu.org/aramorph/.

123

Figure 1.3. An example of high inflection in one single Arabic word [4].

In general, the Arabic language in its two forms (MSA and CA) poses challenges

to any Natural Language Processing (NLP) task (including QA and MRC). It is a highly

inflectional language, which makes it extensively morphological; for example, a single

word may have several morphemes as shown in Figure 1.3. Other challenges include

3Al-rasm al-Uthmani (or rasm al-mushaf) is the convention adopted for writing the Qur’anic text
during the ruling of Caliph Uthman bin Affan [30], [35].
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the absence of capital letters and lack of diacritics in MSA. Diacritics are important

because they disambiguate the meaning hence understanding of Arabic text, given that

a change in the diacritics of a single letter in a word may utterly change the meaning of

that word. Figure 1.4 presents an example of an Arabic word that could mean “science”

or “flag” depending on what diacritics were used to annotate its letters. Although the

Holy Qur’an is heavily diacritized, most NLP tasks over digital Qur’anic text resort to

normalization by removing diacritics in the preprocessing stage [35]. In such cases,

only the context of words is used to disambiguate their intended meaning, which poses

additional challenges to NLP systems.

We do acknowledge the sensitivity and importance of maintaining the Uthmani

orthography style of the Holy Qur’an [29] in printed and digital form. This may

be possible and even important to some NLP tasks (such as part-of-speech tagging,

segmentation among others), but it is a big hindrance to search, QA and MRC tasks

over digital content, where normalization of text is the status quo for achieving better

performance. Another aspect of equal importance, is the need for involving Qur’an

scholars/experts to make sure that inputs/outputs of any NLP task on the Qur’an are not

astray from the consensus of early scholars [35].

عِلْم علم عَلمَ

Figure 1.4. An example of how diacritics can change the meaning of an Arabic word.

The final challenge to tackle is the scarcity of Arabic QA resources for training

and evaluation (in comparison to English QA resources, for example). The majority of

prevalent resources are in modern standard Arabic, while classical Arabic QA resources

received little attention. Furthermore, the absence of fully-reusable test collections for

6



Arabic QA and MRC tasks on the Holy Qur’an has impeded the possibility of fairly

comparing the performance of systems in that domain. In general, a test collection is

typically composed of a document collection4 (the Holy Qur’an in our case), a set of

queries (questions), and their relevance judgments [80], [132] (i.e., the gold answers

or the passages that comprise them, in our case). For a QA test collection to be

reusable, it must incorporate a non-trivial coverage of relevant answers to the respective

questions [80]. Optimally, when building a QA test collection for the Holy Qur’an (or

any religious book for that matter), it should be fully-reusable by aiming to include all

relevant answers to each question.

In the following sections of this chapter, we formally introduce the problem

statement, and an overview of the approach adopted in this dissertation. Then we present

the six research questions that this work was designed to address, before concluding this

chapter with the main contributions of this research work.

1.1. Problem Statement

Given a (factoid or non-factoid) question in MSA, a Question Answering system

should return a ranked list of answers (spans) from theHolyQur’an to the given question.

We address the complexity of the problem by partitioning it into two sub-problem

statements.

1. Given a question in MSA, a retrieval/search system should retrieve the top k

answer-bearing passages from the Holy Qur’an.

2. Given a question-passage pair, a Machine Reading Comprehension system

should extract the best answer(s) to the given MSA question from the accompa-

4In information retrieval, researches use the term “document collection” or “collection” to refer to a
corpus or dataset [82]; we use these terms interchangeably.
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nying Qur’anic passage. If the question has more than one answer in the passage,

the system is expected to extract all answers.

1.2. Approach Overview

In this work, we address the need for an intelligent machine reading at scale QA

system over the Holy Qur’an, given the permanent interest of inquisitors and knowledge

seekers in this fertile knowledge resource. Inspired by the recent surge in the literature to

adopt the Retriever-Reader architecture for machine reading at scale (MRS) [38], [39],

[99], [148], where the Retriever is typically an information retrieval system, and the

Reader is typically a neural MRC system, we adopt the same architecture for developing

(to the best of knowledge) the first MRSQA system on the Holy Qur’an. The QA system

is expected to receive a question in MSA and aims to find the answer anywhere in the

Holy Qur’an. With the success of transformer-based pre-trained language models [82],

[148], we were eager to develop an Arabic BERT-based reader over the Qur’an. Not

demoting the importance of the retriever component, we have also developed a sparse

bag-of-words passage retriever with document expansion using MSA resources, as it is

of paramount importance for both components to address the MSA-to-CA gap.

To address the absence of fully-reusable test collections for Arabic QA on the

Holy Qur’an, we introduce AyaTEC [85], a verse-based and fully-reusable test collection

for evaluatingArabic question answering systems on theHolyQur’an. It can also serve as

a trainingCA resource.5 AyaTEC includes 207 questions (with their corresponding 1,762

answers) covering 11 topic categories of the Holy Qur’an that target the information

needs of both curious and skeptical users. To the best of effort, the answers to the

5With “ayah” being a “qur’anic verse” in Arabic, it inspired the naming of our test collection.
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questions (each represented as a sequence of verses) in AyaTEC are exhaustive; i.e., all

the qur’anic verses that directly answer the questions were exhaustively extracted and

annotated.

To support the training of the reader component of our QA system, we extend Ay-

aTEC to developQRCD as the first extractive Qur’anic Reading Comprehension Dataset

that adopts the same format of SQuAD v1.1 [111]. Each of the two datasets serves as a

common experimental test-bed to fairly compare systems, as well as a Qur’anic training

resource for QA and MRC models. Extractive MRC refers to the task of span pre-

diction, where the answer is a specific span of text extracted (rather than generated)

from passages accompanying a question [34], [38], [148]. QRCD is composed of 1,337

question-passage-answer triplets for 1,093 question-passage pairs. The MSA questions

in QRCD are of two types, single-answer and multi-answer questions; each question is

coupled with its corresponding curated passage(s) from the Qur’an. Answers to multi-

answer questions are composed of two or more components. Thus, QRCD presents an

additional challenge to QA and MRC tasks.

In Figure 1.5, we exhibit an overviewof the pipelined retriever-reader architecture

of the QA system. It is developed such that it attempts to address the challenges of the

Qur’anic text, the Arabic language, and the nature of the QA task that were presented at

the beginning of this chapter. Given a question inMSA, the retriever component searches

an inverted index of Qur’anic passages that are expanded with two MSA resources, to

help in bridging the gap between the questions being in MSA and the answers being in

Qur’anic Classical Arabic. The first resource is Al-Tafseer Al-Muyassar [1], which is a

simple interpretation of the Holy Qur’an in MSA, while the second is a Dictionary of

Qur’anic words with their meaning in MSA [84]. The top K scoring passages that are
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returned by the Okapi BM25 [113] index search are then passed to the Arabic BERT-

based reader as Qur’anic-only passages. The reader in turn extracts and returns the best

answers from all these passages ranked by their normalized scores.

The reader was developed by first further pre-training AraBERT [23] using

about 1.05B-word Classical Arabic corpus to complement the MSA resources used in

pre-training the initial model, and make it a better fit for our task. We denote this model

by CL-AraBERT (CLassical AraBERT for short). Finally, we fine-tuned CL-AraBERT

as a reader using two MRC datasets in MSA, prior to fine-tuning it using our QRCD

dataset. We cast the problem as a cross-lingual transfer learning task from MSA to

CA not only to bridge the MSA-to-CA gap but also to overcome the modest size of the

QRCD dataset.

A

Ranked AnswersTop k Qur’anic Passages

Q
Question in MSA

Inverted 
Index

Qur’anic 
Passages

Tafseer

Qur’anic
Dictionary

CA 
Datasets

AraBERT

Document Expansion
& Indexing

Retriever

Further Pre-train on CA 
Resources

Fine-tune on 
MSA & CA QA

CL-
AraBERT

MSA QA 
Datasets

QRCD

CL-
AraBERT*

Reader

Figure 1.5. An overview of the pipelined Retriever-Reader architecture of the QA
System.

The need to evaluate our CL-AraBERT reader and the end-to-end QA system on

multi-answer questions was an eyeopener to the absence in the literature of a rank-based

measure that can fairly integrate partial matching for that type of questions. Although
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the currently used set-based measures for evaluating extractive QA/MRC systems on

multi-answer questions (in the literature [49], [71]) can integrate partial matching, they

are not rank-based. Moreover, even with partial matching of answers, there are cases

where the matching can be unfair specifically when predicted answers comprising more

than one gold answer are matched to only one of the best matching gold answers, but not

more. To address the aforementioned issues, we introduce a simple yet novel method

to match the predicted answers against their respective gold answers; and we adapt

the traditional Average Precision (AP ) rank-based measure to integrate partial matches

in addition to exact matches of answers. We denote this measure as Partial Average

Precision (pAP ). For evaluating the CL-AraBERT reader and the QA system, we used

pAP for both multi-answer and single-answer questions, in addition to the traditional

measures for single-answer questions.

Finally, as a gesture to promote state-of-the-art research on Arabic QA andMRC

tasks over the Holy Qur’an, the QRCD dataset was used to organize a QA shared task

on the Qur’an to stimulate the interest of the research community on the task [87].

1.3. Research Questions

Before introducing the research questions in this section, we formally define

the two question types in QRCD to motivate the research questions. A Single-answer

question is the question that has only one answer (i.e., an answer that is a single span

of text, denoted as an “answer span”) in the accompanying Qur’anic passage, as shown

in Figure 1.1-(a) and (c). On the other hand, a multi-answer question is the one whose

answers are composed of several components (such as list or why questions) in two

or more different answer spans in the accompanying Qur’anic passage, as shown in

11



Figure 1.1-(b). QRCD was used in evaluating the reader component and the end-to-

end QA system on their performance over single-answer questions and multi-answer

questions, independently. However, the question types and the scope of the evaluation

have implications on the proposed evaluation measures in Section 3.2.3.

We define a passage-scope and a Qur’an-scope for the evaluation. The passage-

scope is confined to the passage accompanying the question to which its answer(s)

were extracted from, while the Qur’an-scope comprise the whole Qur’an given that the

answer(s) to a given question (of type single-answer or multi-answer) may appear in

semantically and/or syntactically similar forms in different chapters and across different

verses within different Qur’anic contexts.

Based on the forgoing, the passage-scope is adopted for evaluating the reader

component, and the Qur’an-scope is adopted for evaluating the retriever component and

the end-to-end QA system. However, this implies that a multi-answer question with

two or more answer components (i.e., answer spans) in the Qur’an, will be evaluated as

a multi-answer question in the Qur’an-scope evaluation of the end-to-end QA system;

and it may be evaluated as a single-answer question in the passage-scope evaluation of

the reader component, if the question happens to be coupled with a Qur’anic passage

comprising only one of the question’s answer components. As such, the adopted scope

will also influence whether the question is classified as single-answer or multi-answer.

In this work, we address six major research questions.

RQ1: Would expanding the Qur’anic passages with their corresponding Qur’an related

MSA resources help the retriever in bridging the gap between the questions in

MSA and their answer-bearing Qur’anic passages?

RQ2: Since our model is the CA extension of the MSA-only AraBERT, does further
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pre-training with Classical Arabic improve the performance over the MSA-only

pre-trained model?

RQ3: With the relatively-modest size ofQRCD, would it be enough to exclusively rely

on transfer learning fromMSA to CA in fine-tuning the readers without the need

for MRC datasets in Classical Arabic?

RQ4: Adopting the passage-scope for evaluation, howdoes the fine-tunedCL-AraBERT

reader perform on multi-answer questions vs. single-answer questions?

RQ5: Adopting the the Qur’an-scope for evaluation, how does the end-to-end QA

system perform on multi-answer questions vs. single-answer questions?

RQ6: Is a native BERT-based model architecture fine-tuned as an extractive MRC

reader sub-optimal for QA and MRC tasks over multi-answer questions?

Our experiments show that a passage retriever over an Okapi BM25 [113] index

of Qur’anic passages expanded with two MSA resources significantly outperformed a

baseline retriever over an index of Qur’anic passages only. Moreover, we empirically

show that the fine-tuned CL-AraBERT reader model significantly outperformed the sim-

ilarly fine-tuned AraBERT model, which is the baseline. In general, the CL-AraBERT

reader performed better on single-answer questions in comparison to multi-answer

questions. Moreover, it has also outperformed the baseline over both types of questions.

Furthermore, despite the integral contribution of fine-tuning with the MSA datasets in

enhancing the performance of the CL-AraBERT and AraBERT readers, relying exclu-

sively on those datasets (without MRC datasets in CA, e.g.,QRCD) may not be sufficient

for our reader models. This finding demonstrates the relatively high impact of theQRCD

dataset (despite its modest size). As for the QA system, it consistently performed better
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on single-answer questions in comparison to multi-answer questions. However, our

experiments provide enough evidence to suggest that a native BERT-based model archi-

tecture fine-tuned on the MRC task may not be intrinsically optimal for multi-answer

questions.

1.4. Contributions

Our contribution in this work is nine-fold:

(1) We introduce AyaTEC, the first fully-reusable test collection for Arabic question

answering on the Holy Qur’an where all the qur’anic verses that directly answer

the questions were exhaustively extracted and annotated.6 AyaTEC targets the

information needs of curious and skeptical users. It is also diverse in its topic

categories and covers factoid and non-factoid questions.

(2) We extend AyaTEC to introduce QRCD as the first extractive machine reading

comprehension dataset on the Holy Qur’an.

(3) To facilitate the use of AyaTEC and QRCD in evaluating Arabic QA and MRC

systems on the Holy Qur’an, we propose several evaluation measures to support

the different types of questions and the nature of verse-based answers, and

span-based answers. We introduce Partial Average Precision (pAP ) as the rank-

based measure that integrates partial matching to evaluate performance over

multi-answer as well as single-answer questions. We also introduce a simple

yet novel method to fairly match predicted answers of multi-answer questions

against their respective gold answers.

6A user of our test collection detecting the absence of a verse (or set of verses) that potentially answers
a question directly or indirectly is urged to contact the authors.
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(4) We demonstrate the effective contribution of expanding the Qur’anic passages

with corresponding MSA resources, in assisting the retriever to mitigate the gap

between the questions in MSA and their answer-bearing Qur’anic passages.

(5) We introduceCL-AraBERT,which is a further pre-trained version of theAraBERT

model [23], using a large Classical Arabic dataset. We then fine-tune it as a

reader over Qur’anic passages, before integrating it into a pipelined retriever-

reader architecture to constitute (to the best of our knowledge) the first extractive

MRS QA system on the Holy Qur’an.

(6) We demonstrate the integral contribution of cross-lingual transfer learning from

MSA to CA, by empirically showing that it is essential to complement MSA

resources with CA resources to attain better performance on the reading com-

prehension task on the Holy Qur’an.

(7) We empirically provide enough evidence to suggest that a native BERT-based

model architecture fine-tuned on the MRC task may not be intrinsically optimal

for multi-answer questions.

(8) We make the pre-trained CL-AraBERT model, the AyaTEC dataset,7 the QRCD

dataset set, and the evaluation script publicly available to promote state-of-the-art

research on QA and MRC tasks over the Holy Qur’an.8

(9) Hoping to trigger state-of-the-art research on Arabic QA and MRC tasks over

the Holy Qur’an, the QRCD dataset was used to organize a QA shared task on

the Qur’an to stimulate the interest of the research community. Thus, forming a

seed for growing a virtual research community on Qur’anic research.

7AyaTEC can be downloaded from http://qufaculty.qu.edu.qa/telsayed/datasets
8All (except AyaTEC) can be downloaded from this link https://github.com/RanaMalhas/QRCD
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The rest of this dissertation is organized as follows. We cover the literature

review in Chapter 2, and dedicate Chapter 3 to describe our methodology in building

the two Qur’anic QA datasets (AyaTEC and QRCD) with an evaluation perspective. In

Chapters 4 and 5, we cover the development and evaluation of the Retriever and Reader

components of the Retriever-Reader architecture of our QA system, respectively. Then

in Chapter 6, we describe our methodology in integrating the Retriever and Reader

components into a pipelined Retriever-Reader architecture, to constitute our end-to-end

machine reading at scale QA system on the Holy Qur’an. We conclude that chapter

with general implications of our research work. Then we conclude this dissertation with

a summary of the main findings and contributions of this work, before presenting our

thoughts towards future work.
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CHAPTER 2: LITERATURE REVIEW

In this chapter, we review existing Qura’nic Arabic QA datasets with an evalua-

tion perspective, and then discuss the potential of using these datasets in MRC tasks if

they are to be extended (Section 2.1). Then we cover existing Arabic QA systems and

search tools on theHolyQur’an (Section 2.2). With the resurgence ofMRC as an integral

component of modern QA systems, we overview existing Arabic reading comprehension

datasets and systems (Section 2.3) before discussing important transformer-based MRC

models in the literature (Section 2.4). We conclude this chapter with an overview of the

main approaches adopted by the participating teams in the QA shared task that we have

organized on the Holy Qur’an [87].

2.1. Arabic QA Datasets on the Holy Qur’an

In this section, we shed light on the main performance evaluation methodology

adopted by prominent work on Arabic question answering on the Holy Qur’an in the

literature, and review existing Arabic QA datasets on the Qur’an.

2.1.1. Evaluation of Arabic QA on the Holy Qur’an

Abdelnasser, Ragab, Mohamed, et al. [5] evaluated their overall QA system

by five Qur’an experts using 59 test questions that were not made publicly available.

Hamdelsayed and Atwell [58] and Hamdelsayed, Mohamed, Saeed, et al. [59] used

30 questions from the QA test collection developed by Hamdelsayed and Atwell [57],

but they resorted to Islamic scholars to evaluate their respective systems. Similarly,

Hakkoum and Raghay [56] evaluated their QA system using 52 test questions that were

developed by an Islamic studies researcher, and the retrieved answers were manually
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judged. The questions were made available but without their answers. Hamdelsayed

and Atwell [58], Shmeisani, Tartir, Al-Na’ssaan, et al. [123], Ouda [102], and Hamoud

and Atwell [61] also adopted a similar evaluation approach. This overview implies

that evaluation of Arabic QA research based on Qur’an experts’ judgement of systems’

returned answers does not warrant fair performance comparisons due to the use of

different sets of questions.

2.1.2. Existing Arabic QA Datasets on the Holy Qur’an

In this section we overview the few existing Arabic Qur’anic QA datasets, and

discuss their potential for use in evaluating and/or training QA and MRC systems. To

the best of our knowledge, there are no extractiveMRC datasets on the Holy Qur’an in

the literature. Extractive MRC refers to the task of span prediction, where the answer

is a specific span of text extracted from passage(s) accompanying a question. Whereas

generative (abstractive)MRC refers to the task of answer generation, where the answer is

formulated using natural language, and is not necessarily confined to a span of text [34],

[38], [148]. For a dataset to be suitable for use inMRC tasks, it should comprise question-

answer pairs that are coupled with the passage(s) or document to which the answers were

extracted/generated from (to form tuples of question-passage-answer triplets) [38].

There are three relatively recent Arabic Qur’anic QA datasets (test collec-

tions) [16], [57], [62] that can be used as training resources on the QA task, but

have some limitations towards their reusability in evaluation as explained below.

The QA dataset of Hamdelsayed and Atwell [57] is composed of 263 Arabic

questionswith a total of 263 question-answer pairs. Similar toAyaTEC, the gold standard

answers to these questions are qur’anic verses with each answer constituting one verse or
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a set of consecutive verses. The answers were validated and judged by Islamic scholars,

and no information was shared about the question types. Although Hamdelsayed and

Atwell’s test collection has potential because it is verse-based, it is not fully-reusable

because the questions and answers are drawn only from the first two chapters of the

Holy book; namely, Al Fatiha and Al Baqara. This would limit its usability as a test

collection by QA systems targeting the whole Qur’an since a relevant answer (qur’anic

verse/verses) may be repeated in chapters other than the first two.

The QAEQ&AC (Qur’an Arabic-English Question and Answer Corpus) by

Hamoud and Atwell [62] is another potential dataset that is composed of 1500 question-

answer pairs, of which 1000 are Arabic and 500 are English. They were developed or

acquired using four different sources including: FAQs from well known Islamic QA

forums, manually devised questions and drawn answers from the Qur’an, questions of

some Muslims in the Holy Mosque in Mekka answered by attending Islamic scholars,

and test sets from previous QA research work. The answers are mainly in natural

language text with some being qur’anic verses. Hamoud and Atwell did not release in-

formation about the distribution, coverage or topic diversity of the QA pairs. Although a

lot of effort was invested on extracting and cleaning the data, it was not mentioned if the

final answers to the questions were validated by Qur’an scholars or specialists, especially

those taken from test sets used by earlier published work. Nevertheless, Hamoud and

Atwell havementioned that the dataset/test collection will not bemade publicly available

until all the answers are validated by Qur’an scholars. Given the aforementioned profile

of the QAEQ&AC dataset, it would not be fully-reusable in evaluating QA systems for

the Qur’an, since it does not include an exhaustive set of all relevant answers to the

respective questions from the Holy book.

19



The AQQAC (Annotated Corpus of Arabic Al-Qur’an Question and Answer)

by Alqahtani and Atwell [16] and Alqahtani [17] is a notable QA dataset with 2224 QA

pairs, of which 1000 were extracted from a book by Ashur [26]. The remaining 1224

QA pairs were scrapped from a website on Al-Qur’an and Tafseer,1 whose answers were

extracted from Tafseer Al-Tabari [128]. The aforementioned two sources are considered

trusted Islamic resources. Due to copyright concerns, the publicly available part of

the AQQAC dataset only comprise the 1224 QA pairs. Nevertheless, it is considered

an important resource for training QA systems on the Qur’an. However, although

the questions cover the whole Qur’an, their answers are not exhaustive; i.e., not all the

Qur’anic verses that answer a given question were exhaustively extracted from the whole

Qura’n. As such, the AQQAC dataset has the limitation of not being fully-reusable in

evaluating QA systems on the Qur’an.

Based on the foregoing, AyaTEC [85] has been designed to fill the above identi-

fied gap and to address the limitations of using existing QA datasets/test collections for

the Qur’an in evaluation. AyaTEC is fully-reusable by including, to the best of effort, an

exhaustive set of all relevant/direct answers (qur’anic verses) to the questions that may be

repeated (in different contexts) in any of the 6236 verses of the Holy Qur’an. Moreover,

several quality measures were adopted to ensure a reliable judging/evaluation of the

answers’ relevance to the questions. Such measures include seeking three specialists in

Holy Qur’an Interpretation (Tafseer), who have completely memorized the Qur’an, for

the judging task. Moreover, the Fleiss kappa [124] statistic was used as an indicator of

inter-rater agreement among the judges. Furthermore, none of the former QA test col-

lections have tackled the issue of integrating partial matching into the measures used in

evaluating QA systems. Partial matching integration is important and inherently poses

1http://islamqt.com/
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itself as a necessity, since answers may include one or a set of consecutive qur’anic

verses that may or may not be all retrieved by systems.

Potential for using the QA datasets as MRC datasets

On the MRC front, the published part of the AQQAC dataset (1224 QA pairs) [16] is

the easiest to extend and transform for use as a generative MRC dataset because the

answer to each question is composed of two parts, a natural language answer and its

related verse-based answer. The latter may serve as a context (passage) to the former,

if the verse-based answer is long enough, which may not be the case since the majority

of answers in AQQAC are composed of only one verse. Augmenting single verse-based

answers with neighboring verses would be a possible solution to constitute Qur’anic

passages. Naturally, the AQQAC cannot be readily used as an extractive MRC dataset,

unless the exact answer spans of text are extracted from their corresponding contexts.

As for AyaTEC, its verse-based answers have also served as contexts to the

answers that were extracted by the annotators to develop QRCD as an extractive MRC

dataset (as we describe in Section 3.2). Though thematic passage curation was adopted

using the Thematic Holy Qur’an2 [127] to segment the Qur’anic text into passages that

served as larger contexts for the extracted answers (as detailed in Section 3.2.1.1), to

make it a better fit for the task. With respect to evaluation, unlike AQQAC, QRCD can

be used for evaluating MRC and QA systems since it is fully-reusable, as the answer

spans for each question were extracted from the exhaustive direct answers in AyaTEC;

i.e. all answer spans that may answer a given question, were extracted from the whole

Qur’an (to the best of effort).

Similarly, the dataset by Hamdelsayed andAtwell [57] also has the potential to be

2https://surahquran.com/tafseel-quran.html
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extended and transformed into an MRC dataset using a similar approach to that used for

developing QRCD. Whereas transforming QAEQ&AC [62] is much more challenging

given that not all answers are verse-based.

2.2. Arabic QA and Search Systems on the Holy Qur’an

Alqahtani and Atwell [15] has classified existing search work (including QA

work) on the Holy Qur’an into semantic-based and keyword-based (or text-based) ap-

proaches. Semantic-based approaches are concept-based relying heavily on ontologies

and/or a knowledge base, while keyword-based approaches rely mainly on term overlap

(i.e. keyword matching). This classification is not mutually exclusive due to the propen-

sity of some approaches to adopt a hybrid of both. We adopt this classification for the

review in the next two sections, noting that we also cover and classify embedding-based

(or dense) approaches under the semantic-based category.

Both approaches have their own set of limitations on the Qur’an. Keyword

search approaches tend to retrieve irrelevant verses or miss to retrieve all relevant verses,

especially those that are semantically similar to the query/question, but with minimal

term overlap (vocabulary mismatch problem). Whereas, semantic search approaches are

predominantly ontology-based; they either suffer from using ontologies that do not cover

all the concepts in the Qur’an, or they use more than one ontology (to enhance concept

coverage) at the expense of attempting to align the different concept representations

among the ontologies they deploy. As such, these semantic search/QA approaches tend

tomiss retrieving all semantically relevant verses to a query, or miss answering questions

on concepts not well represented in the ontology or ontologies they deploy [17], [35].

Moreover, the majority of semantic and concept based approaches do not satisfy the

22



information needs of users because they are designed from a topic-oriented perspective

rather than a user-oriented perspective [35].

As our proposed QA system adopts a modern pipelined retriever-reader architec-

ture, our review of existing Arabic Qur’anic QA systems may reformulate their function-

ality in a modular way to facilitate comparison with our sparse retriever component and

answer extraction (i.e., reader) component. Traditional QA systems may also include

a question analysis component that is typically responsible for question classification

and/or query reformulation. With the close affinity between reading comprehension

and question answering, and the fact that the Holy Qur’an is a closed text corpus of

numbered chapters and verses, our review also explores whether the answer extraction

components of the Arabic QA systems on Qur’an can be perceived as generativeMRC

components as opposed to extractive ones.

2.2.1. Existing Arabic QA Systems on the Holy Qur’an

In this section, we review existing keyword-based [61], and semantic-based [6],

[55], [102], [123] Arabic QA systems on the Holy Qur’an. We conclude this section

with some perceptions towards semantic ontology-based approaches, in addition to some

prospects towards enhancing our proposed QA system.

Hamoud and Atwell [61] developed a simple keyword-based QA system over

their QAEQ&AC corpus [62]. Given a factoid or non-factoid question, the retriever

simply uses regular expressions to retrieve questions from the QAEQ&AC corpus that

have high term overlap with the terms of the given question. The retrieved questions

are then re-ranked using a keyword-based question-question similarity scoring function

that is also based on term overlap. The answer of the top scoring question is returned as
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the answer to the given question. Hence, the system does not have an answer extraction

component.

Hakkoum and Raghay [55] developed a QA system powered by a semantic-based

search engine (as the retriever component) that leverages a Qur’anic ontology they built

to represent the knowledge and concepts of the Qur’an in Web Ontology Language

format. Given a question in MSA, a natural language interface (NLI) reformulates

the question into a SPARQL query (Protocol and RDF Query Language- the standard

query language for the Semantic Web), which the retriever uses to retrieve the candidate

answers to that query from the Qur’anic ontology. If no match is found, query expansion

is adopted as a rescue. The system does not have an explicit answer extraction component

because it mainly relies on the query generation component to achieve better answer

retrieval. Shmeisani, Tartir, Al-Na’ssaan, et al. [123] also adopted a semantic-based

approach for their QA system that is highly similar to that of Hakkoum and Raghay [55],

but it was only applied on factoid questions. Both QA systems do not have an answer

extraction component.

Abdelnasser, Ragab,Mohamed, et al. [6] developed a semantic-basedQA system

(Al-Bayan) that is composed of a question classifier, a retriever and an answer extraction

component. A SVM classifier classifies a given question posed in MSA into a taxonomy

of answer types or NER (Named Entity Recognition) classes. Then a semantic-based

retriever attempts to match the question to a concept in their built Qur’anic ontology, and

retrieves all relevant verses and their respective interpretations as candidate answers.

The answer extraction component ranks those candidate answers using a NER model

and a set of text-based features. If the system fails to match a question to a concept in

the Quranic ontology, no answer is returned. A limitation of this system is its design to
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answer factoid questions only.

Ouda [102] developed a multi-purpose system (QuranAnalysis) which includes

a question answering module that accepts a question in Arabic or English (the case of

English question is not covered in this review). QuranAnalysis also adopts a semantic

ontology-based approach. It is composed of three components; a question analysis

component, followed by a semantic retriever and answer extraction components. Given

a question, the question analysis component conducts a form of query expansion by

enriching the questionwith all possible derivations and synonyms of its keywords. Then,

the semantic retriever tries to match the terms in each question with all relevant concepts

in the ontology using a similarity score. This score is computed using a minimum edit

distance and a character similarity algorithm. Finally, the answer extraction component

extracts candidate answers from the ontology in two ways depending on whether the

question term is a concept in the ontology or not; if the question term is a concept, then

all inbound relations with that concept are retrieved as objects to formulate candidate

answers. Whereas, if the question term is not a concept, then all relation verbs associated

with the question term are extracted as potential answers (assuming in this case that an

answer is a verb). Moreover, candidate answers were also extracted from the Qur’an

verses using question-verse similarity. Eventually, all candidate extracted answers were

sorted based on their similarity scores and the top answer was returned.

We believe that the answer extraction methodology adopted in [6], [102] could

be perceived as a form of generative MRC, given that the Holy Qur’an is a closed text

corpus of numbered chapters and verses with its knowledge represented as concepts in

ontologies. Such Qur’anic ontologies may also comprise links to the actual verses and

their interpretations (such as the case in [6]). However, there are several limitations
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to ontology-based approaches. Many of the developed ontologies do not cover all

the concepts in the Qur’an, and they may adopt different taxonomies for the Qur’an

concepts/topics. Thus, making the task of merging ontologies a very challenging one,

as reported in [6]. Moreover, QA and search systems adopting this approach are, by

design, concept or topic oriented rather than user oriented. As such, they may not be

optimal in addressing the information needs of users seeking specific answers to their

questions and queries [35].

In contrast, our proposedQAsystem is designed to handle factoid and non-factoid

questions, and to address the information needs of curious and skeptical users. This is

attempted through the extractive MRC reader that we fine-tune using theQRCD dataset,

which comprise questions raised by the two user types. However, despite adopting

a semantic-based passage expansion approach in our sparse (keyword-based) retriever

component, our systemwould very well benefit from adopting dense (embedding-based)

retrieval approaches that may be better at capturing semantically relevant Qur’anic

passages. We elaborate such prospects in Section 7.2. In general, we believe that

a hybrid of keyword-based and semantic-based (embedding and/or ontology-based)

approaches can be integrated for better performance.

2.2.2. Existing Arabic Search Systems on the Holy Qur’an

Unlike Arabic Qur’anic QA research work, Arabic search systems and research

on the Holy Qur’an is more prevalent because it is a relatively active area of research.

Although not covered in this review, we point out that there is awide presence ofQur’anic
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web3 and mobile applications4 with search tools that largely adopt keyword-based

approaches, with some adopting semantic and concept-based search approaches5 [95],

but with a lower extent.

Acknowledging the limitations of keyword search, Arabic Qur’anic search re-

search includes more presence of keyword-based approaches that are enhanced with

semantic-based query expansion approaches, in addition to semantic-based approaches

or hybrids of semantic-based and keyword-based approaches. In the remainder of this

section, we review notable papers from each category, then conclude with remarks to

position our proposed retriever component with respect to similar search work on the

Qur’an.

2.2.2.1. Keyword Search Approaches

Early Arabic search systems on the Holy Qur’an explored the effect of query

expansion when coupled with keyword search over an inverted index. Hammo, Sleit, and

El-Haj [60] showed that expanding query words with their respective synonyms using a

Thesaurus has warranted an improvement in the performance of their index search over

the verses of the Qur’an. The Thesaurus they have used was developed by grouping

Qur’anic words into semantic word classes for the purpose of query expansion. Three

inverted indexes were used; a vowelized-word index of distinct Qur’anic words with

their diacritics, a non-vowelized-word index of normalized distinct Qur’anic words, and

3Prominent web applications with keyword-based search tools include Tanzil http://tanzil.
net, KSU Digital Mushaf http://quran.ksu.edu.sa/, Al-Munaqib Al-Qur’any http://www.
holyquran.net/search/sindex.php among many others.

4Mobile apps with keyword-based search tools include Ayat https://play.google.com/store/
apps/details?id=sa.edu.ksu.Ayat, DiamondQuran https://play.google.com/store/apps/
details?id=com.DiamondQuran among many others.

5Semantic and concept-based search applications includeQuran by Subject https://play.google.
com/store/apps/details?id=com.Quran1.hello, andHolyQuran Search Engine https://play.
google.com/store/apps/details?id=com.fara.quransearch among others.
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a root-based index. Al Gharaibeh, Al Taani, and Alsmadi [12] adopted a similar index

search approach with query expansion using synonyms of the Microsoft Word Arabic

Thesaurus. Naturally, this resource was not very effective in enhancing performance

due to its poor coverage of Qur’anic Classical Arabic words. Yusuf, Yunus, Wahid, et

al. [145] also adopted query expansion to enhance their keyword-based index search,

but they used a two-phase query expansion technique. They first use lexically similar

words to expand the query, then find their corresponding contextually related words in

a Qur’an ontology that captures words’ relationships to further expand the query. As

such, they have used similar and related words in query expansion. Beirade, Azzoune,

and Zegour [36] adopted a similar approach to [60] by developing a search engine using

a lucene inverted index and building an ontology of Qur’an words with the semantic

relations among them for use in query expansion.

2.2.2.2. Semantic Search Approaches

On the semantic search front, research on the knowledge representation of the

concepts and topics of the Holy Qur’an in Arabic has taken its fair share in the literature,

with ontology-based representations dominating. As such, the majority of semantic

search approaches are ontology-based in which search is facilitated through constructing

a structured query (such as SPARQL) from natural language queries to retrieve relevant

verses. Examples of such semantic search approaches include the work of Sherif and

Ngomo [122] and Yauri, Kadir, Azman, et al. [143]. On the other hand, Alhawarat [13]

adopted a Latent Dirichlet Allocation (LDA) topic modeling approach to represent the

topics of Chapter 12 (Surat Joseph (PBUH)) in the Qur’an. Their experiments provided

enough evidence to suggest that LDA topic modeling may not be effective when applied
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on the Qur’an (given the very modest results attained by the model when applied on

the topics of Chapter 12 of the Qur’an). A relatively recent and notable semantic

search approach on the Qur’an was introduced by Mohamed and Shokry [95], in which

they develop an embedding-based search tool. They first trained a continuous bag-of-

words (CBOW) word2vec model [92] using two large Classical Arabic datasets [18],

in addition to three MSA resources that include two news datasets (BBC-Arabic and

CNN-Arabic) [115], and a dataset of Arabic book reviews [22]. Then, they used the

Qur’an concepts taxonomy of “Mushaf Al Tajweed" [54] (similar to [2]) to manually

annotate each verse in the Qur’an dataset. For search, the trained word2vec model

was used to generate feature vectors for the query and the topics in the taxonomy, each

represented by the words it comprises. For retrieval, the cosine similarity (dot product)

between the query vector and each of the topic vectors was used to retrieve the most

topic-relevant verses to the query.

2.2.2.3. Hybrid Search Approaches

With respect to hybrid search approaches that harness the benefits of keyword

and semantic search paradigms, Abbas [2] developed a bilingual (Arabic and English)

search tool over Qur’anic concepts. It is composed of two modules; a keyword search

module and a tree of concepts module. To increase the effectiveness of the keyword

search module, query expansion using eight English translations of the Holy Quran in

addition to the Arabic version were used. To further enhance the keyword search tool,

it was integrated with a tree of Qur’anic abstract concepts built based on the categoriza-

tion of “Mushaf Al Tajweed” [54]. Alqahtani and Atwell [14] also proposed a search

system that is a hybrid of both search paradigms. The system first tries to match a
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given query to a concept in their built Arabic-English Qur’an ontology to retrieve all

relevant verses. If the query does not match any concept, keyword search is adopted

using word matching over an index. They developed their ontology by aligning several

Qur’an ontologies in an attempt to cover all the concepts in the Qur’an. Safee, Saudi,

Pitchay, et al. [117] proposed a similar hybrid search approach. Their semantic search

was conducted over an ontology that they have developed to only cover the medical and

health science knowledge in Qur’an. Recently, Zouaoui and Rezeg [149] have adopted

a hybrid search approach that attempts to overcome the vast number of verses returned

by ontology-based search engines in response to a user query, which is considered a

known limitation to these hybrid approaches. To this effect, they adopted Earab (i.e.,

Arabic grammar rules) in a novel method to construct a Qur’an ontology as an index.

They emphasized the importance of deriving and representing the relations between

the words of each Qur’anic verse. Such word relations are exploited and applied on

the query words at search time to enhance verse retrieval. Given the sacredness and

sensitivity of the Qur’an’s content, they used a semi-automatic method to construct the

ontology with the intervention of Qur’an scholars.

Our review of the prevalent Arabic Qur’anic search approaches in the literature,

has revealed that our retriever component (of the proposed QA system in this work), is

the first keyword-based Arabic Qur’anic search system to adopt document (i.e., passage)

expansion rather than query expansion. Nevertheless, many of the semantic ontology-

based search approaches did integrateQur’an-related resources in their respectiveQur’an

ontologies. We iterate that our retriever component can benefit from integrating some

form of semantic search technologies, either through dense embedding-based retrieval
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approaches or ontology-based ones, to complement the strengths and overcome the

limitations of keyword and semantic search paradigms. Further prospects towards

enhancing our retriever component are elaborated in Section 7.2.

2.3. Existing Arabic Reading Comprehension Datasets and Systems

On the MSA front, we overview notable datasets and systems with emphasis on

those that were landmarks in influencing the progress of Arabic reading comprehension

systems in the literature. The QArabPro [11] is a rule based reading comprehension

system that was evaluated on a dataset of 335 factoid and non-factoid questions over 75

reading comprehension tests. In 2012 and 2013, the Question Answering for Machine

Reading (QA4MRE) task was organised at the CLEF (Cross-Language Evaluation Fo-

rum) for several languages with Arabic being one of them [105]. The QA4MRE datasets

at CLEF 2012 and CLEF 2013were composed of 160 and 240multiple choice questions,

respectively, coupled with their 16 accompanying test documents. IDRAAQ [8] and

ALQASIM [52] were among the participating systems in CLEF 2012 and CLEF 2013,

respectively. IDRAAQ heavily relied on its passage retrieval (PR) module to answer

the questions. ALQASIM adopted a new approach (back then) by first analyzing the

reading test document, then analyzing the questions and each of their corresponding

multiple choice answers before selecting an answer. Another interesting comprehension

approach that is based on Rhetorical Structure Theory (RST) [90] was proposed byAzmi

and Alshenaifi [31] in their LEMAZAQA system, to answer Arabicwhy questions. Dis-

course analysis was used to identify cue phrases (i.e., words and phrases that serve as

unit connectors), which they leverage to build the rhetorical relations between textual

units. A candidate answer-bearing passage to a given question is represented using their
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RST method before extracting and generating the candidate answer(s) to the question

from this passage [21]. LEMAZA was evaluated using 110 why questions over a dataset

of 700 articles extracted from the OSAC Arabic corpus [115]. Other non-traditional

reading comprehension approaches include those based on textual entailment between

the logical representation of a given factoid question and the passage to which an answer

is extracted from [21], [32], [33]. Starting from 2018 onwards, relatively larger Arabic

MRC datasets started to appear in the literature. Ismail and Homsi [65] developed their

DAWQAS dataset, which is composed of 3025 question-passage-answer triplets for why

questions that were scraped from Arabic websites.

The next two MRC datasets to overview are those developed by Mozannar,

Maamary, El Hajal, et al. [97]. The two datasets (combined) have marked the begin-

ning of Arabic neural reading comprehension models. The first is the Arabic Reading

Comprehension Dataset (ARCD) which is composed of 1,395 question-passage-answer

triplets whose questions were generated by crowdsource workers from their accompa-

nying contexts of Arabic Wikipedia passages. The second is the Arabic SQuAD, which

is the Arabic translated version of the English SQuAD v1.1. It comprises 48.3k QA

pairs translated with their corresponding articles. Only factoid questions were included.

Mozannar, Maamary, El Hajal, et al. developed SOQAL, which is a system for open-

domain QA for the Arabic language that adopts the retriever-reader QA model proposed

by Chen, Fisch, Weston, et al. [39]. It is composed of a TF-IDF document retriever and

a fine-tuned multilingual BERT [48] reader over Wikipedia articles. Both datasets were

used in fine-tuning the MRC reader of their SOQAL system. It was not long before the

release of AraBERT [23] and later AraELECTRA [24], which are the Arabic versions

of BERT and ELECTRA [43], respectively. The two datasets by Mozannar, Maamary,
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El Hajal, et al. were also used in fine-tuning AraBERT and AraELECTRA as reader

models.

Another MRC dataset with a relatively large size is the AQAD dataset [27]. It is

composed of about 17kQApairs for 3,381 passages extracted from299Arabicwikipedia

articles. The selected Arabic articles correspond to a set of English wikipedia articles

in the SQuAD dataset. The corresponding factoid questions of those selected SQuAD

articles were translated to Arabic using Google Translate. The AQAD dataset was

used in fine-tuning a multilingual BERT model and a BiDAF (Bidirectional Attention

Flow for Machine Comprehension) model [120] as MRC readers. The last datasets

to overview are two multilingual MRC datasets, each having a fair share of Arabic

questions. The TyDi QA [42] and MLQA [79] datasets comprise 26K and 5k Arabic

questions, respectively. The main purpose of developing these datasets is to conduct

extensive transfer learning QA experiments across languages (including Arabic) using

different training/testing settings, including zero-shot transfer. The datasets were used

in fine-tuning pre-trained multilingual and mono-lingual BERT-based language models

as cross-lingual MRC readers. Naturally, the Arabic portions of these datasets can be

exploited in fine-tuning mono-lingual Arabic transformer-based MRC readers as well.

Our adopted extractiveMRC approach in this paper is inspired by AraBERT. Our

work extends AraBERT by further pre-training the MSA-only pre-trained model using

ClassicalArabic, tomake it a better fit for ourMRC task on theHolyQur’an. We consider

our task more challenging because the system needs to answer non-factoid (and factoid)

questions with one or more answers, as opposed to only factoid questions with only

one answer. Among the overviewed MSA datasets, only two datasets include questions

with more than one answer; namely, the dataset used in evaluating LEMAZA [31] and
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the DAWQAS [65] dataset. The LEMAZA system handled multi-answer questions by

returning the answer with the highest priority for its RST relation. Though, it can be

extended to return all answers to a multi-answer question ranked by their RST priority

scores. As for the DAWQAS dataset, no baseline or QA system was reported to have

used this dataset. This makes our Arabic MRC system among the few that have catered

for answering multi-answer questions.

2.4. Machine Reading Comprehension

MRC has been recently fueled by the success of transformer-based [129] pre-

trained language models, exemplified by the phenomenal success of BERT [48] and

BERT-like models [43], [83] on answer extraction tasks over MRC datasets, such as

SQuAD. As our approach is BERT-based, we overview other important transformer-

based models and architectures that we may adapt in future work using the same CA

resources that we have developed and used in this work.

In general, what makes pre-trained language models very appealing is their

unsupervised transfer learning potential, and generic architectures that can be mini-

mally adapted to work for several different downstream NLP tasks (including MRC),

by simply fine-tuning an additional task-specific output layer on relatively small sized

labeled data. The advent of BERT in 2018 marked a new era for NLP; its bidirectional

encoder-only transformer for text representation gained its competitive edge over its

rivals (at that time [106], [109]), by jointly attending and conditioning on left and right

contexts across all transformer layers. It was not long before the inception of a fleet

of BERT descendants and peers (with encoder-only, decoder-only, or encoder-decoder

transformer architectures) that outperformed BERT on many NLP tasks. Some of the
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most prominent post-BERT models that performed well on the reading comprehension

task include XLNet [141], RoBERTa [83], GPT-3 [37], ELECTRA [43], BART [78],

SpanBERT [66], DeBERTa [63], InstructGPT [103] and its more recent successor Chat-

GPT6 among others. We intentionally leave out describing these models except for

SpanBERT, because it is inherently suitable for the span prediction task due to its span-

masking (rather than token-masking) scheme. The model is pre-trained to predict the

masked spans using span-boundary representations and a span-boundary objective [66].

Despite the success of the above extractive MRC transformer-based approaches

on single-answer questions, only few of them focused on multi-answer questions that

require reasoning over multiple sentences.7 This is mainly attributed to the scarcity

of large English datasets with multi-answer questions for extractive MRC. Current

datasets that we came across include: MultiRC [71], DROP [49], QUOREF [47], and

WikiHowQA [44]. Many transformer-based models that were fine-tuned using these

datasets achieved satisfactory performance despite being initially designed for single-

answer questions; e.g., RoBERTa, BERT, XLNet and QANet [144], among others.

However, other recent MRC approaches have appeared that are specifically designed for

multi-answer questions, which outperformed the formermodels on this task. Dua,Wang,

Dasigi, et al. [49] and Hu, Peng, Huang, et al. [64] employed multi-head architecture

models on the DROP and QUOREF datasets, respectively. Each head is responsible for

predicting an answer span. The number of needed prediction heads is either pre-specified

or dynamically predicted and allocated depending on the question type (and its expected

answer type). Moreover, Segal, Efrat, Shoham, et al. [119] proposed an approach

that casts the extractive multi-span prediction problem as a sequence tagging task, in

6https://openai.com/blog/chatgpt/
7There are MRC approaches that require multi-sentence reasoning to answer single-answer questions,

such as [112], [139].

35



which they employ a transformer-based model like BERT for encoding contextualized

representations of input question-passage pairs and start/end tokens of each answer

span. Their model outperformed former models on the DROP and QUOREF datasets.

Finally, ListReader, is a more recent multi-span prediction model proposed by Cui,

Hu, and Hu [44] that was trained on their introduced English WikiHowQA dataset.8

ListReader employs a sequence tagging module that is preceded by an interaction layer

composed of a graph neural network, which has twomodules. The first module aligns the

given question-passage pair to capture relevance, while the second captures inter-answer

dependencies among the answer spans in the given passage. Evaluating ListReader on

the WikiHowQA benchmark showed that it significantly outperformed the former three

models [49], [64], [119] on the same benchmark.

The above overview is an eye-opener to the need for large sized Arabic MRC

datasets with multi-answer questions. This is highly needed to facilitate exploiting the

above approaches and to advance the development of multi-span extractiveMRCmodels

in MSA and Qur’anic Classical Arabic. Except for the moderately sized DAWQAS

dataset and the modestly sized QRCD and LEMAZA datasets, all the existing large

Arabic MRC datasets (overviewed in Section 2.3) are more adequate for single-span

extractive MRC.

2.5. Overview of Systems Participating in the First Shared Task on Question

Answering on the Holy Qur’an

Motivated by the resurgence of the machine reading comprehension research, we

have used QRCD to organize the first Qur’an Question Answering shared task,“Qur’an

8 Cui, Hu, and Hu [44] also applied ListReader on their introduced Chineze WebQA dataset.
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QA 2022” [87]. The task in its first year aims to promote state-of-the-art research on

Arabic QA in general and MRC in particular on the Holy Qur’an. First, we briefly

describe the shared task that succeeded in attracting 13 teams to participate in the final

phase, with a total of 30 submitted runs. Then we outline the main approaches adopted

by the participating teams in the context of highlighting some of our perceptions and

general trends that characterize the participating systems and their submitted runs.

The shared task definition is similar to the second sub-problem statement (i.e.,

MRC task) in Section 1.1, but it was relatively simplified such that a system may find

any correct answer from the accompanying passage (rather than all answers), even if the

question has more than one answer in the given passage. We also note that the adopted

evaluation is different than that adopted in this dissertation in two ways: (i) the test

dataset used is a subset of that used for evaluating the MRC reader in Chapter 5, and (ii)

the main evaluation measure used in the shared task is Partial Reciprocal Rank (pRR)

(defined in Section 3.1.6) as opposed to Partial Average Precision (pAP ) (defined in

Section 3.2.3).

Pre-training transformer-based Language models trends. As expected, all of

the systems of the submitted runs leveraged variants of pre-trained transformer-based

language models (LMs), with the majority using an encoder-only BERT-based model

architecture. Top performing systems used AraBERT [23] and AraELECTRA [24]. In

contrast, only Mellah, Touahri, Kaddari, et al. [91] used a multilingual T5 (or mT5)

encoder-decoder model architecture [138]. Although such an architecture intrinsically

supports sequence-to-sequence generative rather than extractive QA and MRC tasks,

their best performing run attained a pRR score that is very close to the median of

all pRR scores attained by the 30 submitted runs [87]. Henceforth, any subsequent
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reference to the median in this section pertains to the median of the pRR scores of these

30 submitted runs.

Naturally, the Arabic language was the main constituent of the dataset(s) used in

pre-training themodels, 20 ofwhichwere pre-trained usingMSA-only resources, and the

remaining 10 were pre-trained using either multilingual resources, CA-only resources,

or a mix of MSA, CA, and dialectal Arabic (DA) resources. Surprisingly, none of the

LMs pre-trained using CA resources exclusively [69] or partially (using CA as well as

MSA and DA resources) [108] have their respective systems/runs achieve above median

pRR scores. This is counter-indicative given that the Qur’an is in Classical Arabic. We

speculate that adopting pre-trained models using CA-only resources or CA-resources

combined with DA resources would prohibit or impede chances of transfer learning from

MSA to CA. Albeit, this is needed given that the questions are in MSA and the answers

are in CA. In fact, the second research question in this dissertation has tackled this issue.

Our findings in Section 5.2.2.1 suggest that classical models pre-trained using MSA and

CA resources outperform non-Classical models that are pre-trained using MSA-only

resources. Further research is needed to verify the presumably negative effect of pre-

training using DA resources alongside CA and MSA resources for QA/MRC tasks over

the Holy Qur’an.

Interestingly, only 3 out of the 30 systems further pre-trained their language

models using CA resources in an attempt to make them a better fit for the Qur’an QA

task. One of the teams (the Rootroo team [87]) further pre-trained two multilingual

BERT (mBERT) models [48] using their crawled large corpus of Islamic and Fatwa

websites, in addition to the verses of the Holy Qur’an. Whereas Wasfey, Elrefai, Marwa,

et al. [136] further pre-trained an AraBERT model using only the verses of Qur’an for
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their relatively least performing run (among their other two better performing runs).

This is not expected to make a significant improvement due to the relatively modest

size of the Holy Qur’an to be used as the only CA resource in pre-training. Also, the

performance of the submitted runs of the Rootroo team remained below the median

of pRR scores, which may question the feasibility of further pre-training multilingual

rather than monolingual MSA-only pre-trained models. This is a path worth further

exploring.

Fine-tuning pre-trained language models trends. With respect to fine-tuning,

all the systems used theQRCD training dataset in fine-tuning their respective pre-trained

language models, either exclusively or in a pipelined fine-tuning procedure, where other

(mainly Arabic) MRC datasets were used in fine-tuning prior to using QRCD. This is

similar to our fine-tuning procedure described in Section 5.1.3. Out of the 30 runs, 10

belonged to systems that only used QRCD in fine-tuning [19], [51], [69], [91], [126].

Except for the three runs by ElKomy and Sarhan [51] that leveraged variant combina-

tions of effective post-processing schemes to improve predicted answers, none of the

remaining 7 runs attained above-median pRR scores. We speculate that the excelling

results of these three systems/runs may have out shadowed the importance of using large

Arabic MRC datasets in a pipelined fine-tuning procedure, such as that adopted by top

performing systems that also achieved excellent above-median scores [10], [96].

Interestingly, Wasfey, Elrefai, Marwa, et al. [136] and Aftab and Malik [9] used

part of the Annotated Corpus of Arabic Al-Qur’an Question and Answer (AQQAC) [16]

(described in Section 2.3) to augment the QRCD training dataset prior to its use in

fine-tuning their respective models. They were able to select and exploit about 500-
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740 questions from AQQAC; questions were selected only if their respective answers

could be extracted from the accompanying verse-based answer. Using the augmented

QRCD in fine-tuning, the best performing run by Wasfey, Elrefai, Marwa, et al. [136]

achieved a pRR score well above the median, while the runs by Aftab and Malik [9]

attained lower pRR scores well below the median. The relatively low performance of [9]

could be mainly attributed to the use of the augmented QRCD (alone) in fine-tuning an

ArabicBERT model [116], as opposed to an AraBERT model that was fine-tuned using

additional MSAMRC datasets prior to using the augmentedQRCD in fine-tuning [136].

Ensemble Learning Trends. From a machine learning perspective, ensemble

learning is regarded as the wisdom of the crowd, where multiple models vote towards a

prediction [118]. Four systems/runs [51], [136] employed an ensemble of 2-3 different

MSA-only pre-trainedArabic BERT-basedmodels. All four runs achieved abovemedian

pRR scores, one of which was among the top performing runs [51]. In contrast, a self-

ensemble approach was adopted by Premasiri, Ranasinghe, Zaghouani, et al. [108] to

address the limitation of transformer models being prone to random seed initialization

that may cause prediction fluctuations. As such, they trained their models using different

random seeds and ensembled the prediction results over those models to ensure more

stable predictions.

The above overview has emphasized the relatively good performance of Ara-

ELECTRA and AraBERT on our MRC task, which can be further enhanced with an

ensemble of both models. It remains to be seen in our future work, how further

pre-training AraELECTRA and AraBERTv0.2 using CA resources (with and without

ensemble learning) would compare to our CL-AraBERT model.
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CHAPTER 3: BUILDING QUR’ANIC QA DATASETS WITH AN EVALUATION

PERSPECTIVE

With question answering and machine reading comprehension being an active

area of research that intersects with several fields including natural language processing,

machine learning, information retrieval, and artificial intelligence, data and language

resources for training and testing QA systems are integral and indispensable. The

scarcity of Arabic language resources (in comparison to English resources, for example)

is the status quo, with the majority of prevalent Arabic resources being in Modern

Standard Arabic (MSA). In contrary, classical Arabic (CA) resources received little

attention, especially for QA and MRC systems on the Holy Qur’an.

Performance evaluation of prevalent Arabic question answering research on the

Holy Qur’an was essentially an ad-hoc effort that relied mainly on direct manual judge-

ment of answers returned by the QA system in response to different sets of questions [5],

[56], [58], [59], [61], [123], in the absence of having a full set of possible answers to

those questions. That precluded the reusability of the judgements for evaluating other

QA systems. Rigorous performance comparisons of these QA systems requires pub-

licly available gold standard test collections. A test collection is typically composed

of a document collection (the Holy Qur’an in our case), a set of queries (questions),

and their relevance judgments [80], [132]; the latter is typically a gold standard list of

documents that are relevant to each query, as decided through human judgment. For

QA test collections, this list constitutes gold standard answers (or verses that have those

answers) [132].

To our knowledge, there are no publicly available Arabic question answering test

collections on the Holy Qur’an that are fully reusable. For a QA test collection to be
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reusable, it must incorporate a non-trivial coverage of relevant answers to the respective

questions [80]. Optimally, when building a QA test collection for the Holy Qur’an (or

any religious book for that matter), it should be fully-reusable by aiming to include all

relevant answers to each question.

To address this gap, we introduce two datasets that can serve as test collections

as well as training CA resources. The first is AyaTEC, which is a QA dataset whose

answers are qur’anic verses (i.e., verse-based); and the second is QRCD, whose answers

are spans of text extracted from the accompanying Qur’anic passages that comprise the

direct verse-based answers of AyaTEC. QRCD has evolved as an extension of AyaTEC

to become the first extractive Qur’anic Reading Comprehension Dataset. To the best

of effort, the answers to the questions (each represented as a sequence of verses) in

AyaTEC are exhaustive; i.e., all the qur’anic verses that directly answer the questions

were exhaustively extracted and annotated. As such, each of the two datasets fosters

a common experimental test-bed for systems to showcase and fairly benchmark their

performance.

To facilitate the use of AyaTEC and QRCD in evaluating Arabic QA and MRC

systems on the Holy Qur’an, we propose several evaluation measures to support the

different types of questions and the nature of verse-based and span-based answers, while

integrating the concept of partial matching of answers in the evaluation.

This chapter is composed of two main parts; the first part is dedicated to the

AyaTEC dataset, while the second part is dedicated to the QRCD dataset. The sections

in the first part cover the methodology and the design objectives we adopted in building

AyaTEC, which is followed by a section to showcase the profile of AyaTEC with respect

to size, distribution of question types and inter-rater agreement. We conclude the first
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part by proposing evaluation measures that suit the verse-based nature of the answers

in AyaTEC. The sections in the second part cover the methodology we adopted in

extending AyaTEC to develop QRCD as a machine reading comprehension dataset.

We also conclude the second part by proposing evaluation measures for use with the

extractive span-based nature of the answers in QRCD.

3.1. Building AyaTEC: a Verse-based Test Collection for Arabic QA on the Holy

Qur’an

AyaTEC includes 207 questions (with their corresponding 1,762 answers) cov-

ering 11 topic categories of the Holy Qur’an that target the information needs of both

curious and skeptical users.

Among the main objectives of this work is to build a test collection for the task

of evaluating Arabic question answering systems on the Holy Qur’an. Several design

objectives were set forth to build AyaTEC with the following characteristics.

1. Targeting the information needs of both curious and skeptical users (Sec-

tion 3.1.1.1). Curious users are defined as those seeking answers to their

questions from the Holy Qur’an out of interest in its teachings; and skepti-

cal users as those seeking answers from the Holy Qur’an to questions that may

include controversial or undermining issues.

2. Diverse in its topic categories, covering 11 topic categories of the Holy Qur’an

(Section 3.1.1.2).

3. Covering factoid and non-factoid questions that are classified into three abstract

question types, namely, single-answer, multi-answer and no-answer questions

types (described in Section 3.1.1.3).
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4. Verse-based, providing answers in the form of qur’anic verses rather than natural

language text. Each answer could be a single verse or a set of consecutive verses

(Section 3.1.2).

5. Fully reusable. To the best of effort, the set of annotated direct answers to each

question in the collection was meant to be exhaustive (Section 3.1.2).

6. Large enough to be used in testing and training of systems/models (Section 3.1.4).

In the sub-sections below, we elaborate on how the above design objectives were met.

Our methodology in building AyaTEC has followed the typical pipeline of de-

veloping test collections, starting with the phase of collecting/developing the questions

(as the topics), followed by the relevance judgment phase, as explained in the following

sub-sections. We adopted the publicly-available and verified digital version of the Holy

Qur’an by Tanzil Project1 as the source of our document collection of qur’anic verses.

3.1.1. Question Development

Several dimensions were considered while developing the questions set, which

include: types of information needs of the target user segments, the topic categories

of the Holy Qur’an, and the question types. All questions are assumed to be in MSA

(modern standard Arabic), even if a question contains a quoted verse (or partial verse)

from the Holy Qur’an.

3.1.1.1. Types of Information Needs

We targeted the information needs of the following two user segments:

1http://tanzil.net/docs/Tanzil_Project
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المشرب؟و هل يجب ذكر اسم الله على المأكل   
Should the name of God be mentioned on food and drink? 

AnswerID Answer Text  Label 

5:4-4 
جَوَارحِِ 

ْ
نَ ٱل ِ

مْتُم م 
َّ
تُ وَمَا عَل

َٰ
بَ ِ
ي 
َّ
مُ ٱلط

ُ
ك
َ
حِلَّ ل

ُ
لْ أ

ُ
هُمْ ق

َ
حِلَّ ل

ُ
 أ
ٓ
ا
َ
كَ مَاذ

َ
ون
ُ
ل
َٔ
  يَسْـ

ٓ
ا  مِمَّ

۟
وا
ُ
ل
ُ
ك
َ
ُ ف

َّ
مُ ٱللَّ

ُ
مَك

َّ
ا عَل مُونَهُنَّ مِمَّ ِ

 
عَل
ُ
بِينَ ت ِ

 
ل
َ
مُك

حِسَابِ 
ْ
َ سَرِيعُ ٱل

َّ
َ إِنَّ ٱللَّ

َّ
 ٱللَّ

۟
قُوا يْهِ وَٱتَّ

َ
ِ عَل

َّ
 ٱسْمَ ٱللَّ

۟
رُوا

ُ
ك
ْ
مْ وَٱذ

ُ
يْك

َ
نَ عَل

ْ
مْسَك

َ
 {4} أ

2 

6:118-119 
 ِ
َّ

كِرَ ٱسْمُ ٱللَّ
ُ
ا ذ  مِمَّ

۟
وا
ُ
ل
ُ
ك
َ
  ف

ُ
يْهِ إِن ك

َ
مِنِينعَل

ْ
تِهِۦ مُؤ ايََٰ

َٔ
لَ  {118} نتُم بِـ صَّ

َ
دْ ف

َ
يْهِ وَق

َ
ِ عَل

َّ
كِرَ ٱسْمُ ٱللَّ

ُ
ا ذ  مِمَّ

۟
وا
ُ
ل
ُ
ك
ْ
أ
َ
 ت

َّ
لَّ
َ
مْ أ

ُ
ك
َ
وَمَا ل

يْرِ 
َ
ئِهِم بِغ

ٓ
هْوَا

َ
ونَ بِأ

ُّ
يُضِل

َّ
ثِيرًا ل

َ
يْهِ وَإِنَّ ك

َ
مْ إِل

ُ
رِرْت

ُ
 مَا ٱضْط

َّ
مْ إِلَّ

ُ
يْك

َ
مَ عَل ا حَرَّ م مَّ

ُ
ك
َ
عْتَدِينَ  ل

ُ ْ
مُ بِٱلْ

َ
عْل
َ
كَ هُوَ أ مٍ إِنَّ رَبَّ

ْ
 {119} عِل

2 

6:118-118  
ُ
يْهِ إِن ك

َ
ِ عَل

َّ
كِرَ ٱسْمُ ٱللَّ

ُ
ا ذ  مِمَّ

۟
وا
ُ
ل
ُ
ك
َ
مِنِينف

ْ
تِهِۦ مُؤ ايََٰ

َٔ
 2 {118} نتُم بِـ

6:119-119 
 ِ
َّ

كِرَ ٱسْمُ ٱللَّ
ُ
ا ذ  مِمَّ

۟
وا
ُ
ل
ُ
ك
ْ
أ
َ
 ت

َّ
لَّ
َ
مْ أ

ُ
ك
َ
ونَ  وَمَا ل

ُّ
يُضِل

َّ
ثِيرًا ل

َ
يْهِ وَإِنَّ ك

َ
مْ إِل

ُ
رِرْت

ُ
 مَا ٱضْط

َّ
مْ إِلَّ

ُ
يْك

َ
مَ عَل ا حَرَّ م مَّ

ُ
ك
َ
لَ ل صَّ

َ
دْ ف

َ
يْهِ وَق

َ
عَل

عْتَدِينَ 
ُ ْ
مُ بِٱلْ

َ
عْل
َ
كَ هُوَ أ مٍ إِنَّ رَبَّ

ْ
يْرِ عِل

َ
ئِهِم بِغ

ٓ
هْوَا

َ
 {119} بِأ

2 

6:121-121 
رِ ٱ

َ
ك
ْ
مْ يُذ

َ
ا ل  مِمَّ

۟
وا
ُ
ل
ُ
ك
ْ
أ
َ
 ت

َ
 وَلَّ

َ
مْ وَإِنْ أ

ُ
وك

ُ
دِل

َٰ
ئِهِمْ لِيُجَ

ٓ
وْلِيَا

َ
ىَٰٓ أ

َ
يُوحُونَ إِل

َ
طِينَ ل يََٰ

َّ
فِسْقٌ وَإِنَّ ٱلش

َ
هُۥ ل يْهِ وَإِنَّ

َ
ِ عَل

َّ
عْتُمُوهُمْ سْمُ ٱللَّ

َ
ط

ونَ 
ُ
رِك

ْ
ش
ُ َ
مْ لْ

ُ
ك  {121} إِنَّ

2 

6:138-138 
 
ٓ
عَمُهَا

ْ
 يَط

َّ
 حِجْرٌ لَّ

ٌ
مٌ وَحَرْث عََٰ

ْ
ن
َ
ذِهِۦٓ أ

َٰ
 هَ
۟
وا
ُ
ال
َ
ِ  وَق

َّ
رُونَ ٱسْمَ ٱللَّ

ُ
ك
ْ
 يَذ

َّ
مٌ لَّ عََٰ

ْ
ن
َ
هُورُهَا وَأ

ُ
مَتْ ظ ِ

مٌ حُر  عََٰ
ْ
ن
َ
ءُ بِزَعْمِهِمْ وَأ

ٓ
ا
َ
ش
َّ
 مَن ن

َّ
إِلَّ

رُونَ 
َ
 يَفْت

۟
وا
ُ
ان
َ
يْهِ سَيَجْزِيهِم بِمَا ك

َ
ءً عَل

ٓ
تِرَا

ْ
يْهَا ٱف

َ
 {138} عَل

1 

22:28-28 
 ِ
َّ

 ٱسْمَ ٱللَّ
۟
رُوا

ُ
ك
ْ
هُمْ وَيَذ

َ
فِعَ ل

َٰ
 مَنَ

۟
هَدُوا

ْ
يَش ِ

 
ئِسَ ل

ٓ
بَا
ْ
 ٱل
۟
عِمُوا

ْ
ط
َ
 مِنْهَا وَأ

۟
وا
ُ
ل
ُ
ك
َ
مِ ف عََٰ

ْ
ن
َ ْ
نۢ بَهِيمَةِ ٱلْ ِ

هُم م 
َ
ىَٰ مَا رَزَق

َ
تٍ عَل ومََٰ

ُ
عْل امٍ مَّ يَّ

َ
  فِىٓ أ

فَقِيرَ 
ْ
 {28} ٱل

2 

22:34-34 
نۢ بَهِيمَةِ  ِ

هُم م 
َ
ىَٰ مَا رَزَق

َ
ِ عَل

َّ
 ٱسْمَ ٱللَّ

۟
رُوا

ُ
ك
ْ
يَذ ِ

 
ا ل
ً
نَا مَنسَك

ْ
ةٍ جَعَل مَّ

ُ
ِ أ
ل 
ُ
رِ  وَلِك ِ

 
 وَبَش

۟
سْلِمُوا

َ
هُۥٓ أ

َ
ل
َ
حِدٌ ف

َٰ
هٌ وَ

ََٰ
مْ إِل

ُ
هُك

ََٰ
إِل
َ
مِ ف عََٰ

ْ
ن
َ ْ
ٱلْ

بِتِينَ 
ْ
خ
ُ ْ
 {34} ٱلْ

2 

22:36-36 
 
َّ
ف

ٓ
يْهَا صَوَا

َ
ِ عَل

َّ
 ٱسْمَ ٱللَّ

۟
رُوا

ُ
ك
ْ
ٱذ
َ
يْرٌ ف

َ
مْ فِيهَا خ

ُ
ك
َ
ِ ل

َّ
ئِرِ ٱللَّ

عََٰٓ
َ
ن ش ِ

م م 
ُ
ك
َ
هَا ل

َٰ
نَ
ْ
بُدْنَ جَعَل

ْ
 مِنْهَا  وَٱل

۟
وا
ُ
ل
ُ
ك
َ
ا وَجَبَتْ جُنُوبُهَا ف

َ
إِذ
َ
ف

رُونَ 
ُ
ك
ْ
ش
َ
مْ ت

ُ
ك
َّ
عَل
َ
مْ ل

ُ
ك
َ
هَا ل

َٰ
رْنَ لِكَ سَخَّ

ََٰ
ذ
َ
رَّ ك

َ
عْت
ُ ْ
انِعَ وَٱلْ

َ
ق
ْ
 ٱل
۟
عِمُوا

ْ
ط
َ
 {36} وَأ

2 

 

Figure 3.1. A single-answer question raised by a curious user and its exhaustive set of
direct answers in the Holy Qur’an. AnswerID has the form
Chapter#:StartVerse#-EndVerse#. Labels 2 and 1 correspond to direct and indirect
answers, respectively.

1. Curious users seeking answers from the Holy Qur’an to their questions, out of

interest in its teachings.

2. Skeptical users seeking answers from the Holy Qur’an to questions that may

include controversial or undermining questions.

To cater for the first type of information needs (for curious users), we acquired a

total of 145Arabic questions; 99 out of themwere used in evaluating twoArabic question

answering systems on the Holy Qur’an: 54 from Abdelnasser, Ragab, Mohamed, et al.

[5] and 45 fromHakkoum and Raghay [56]. The remaining 46 (out of the 145) questions

were acquired by soliciting questions from users directly. Questions with a huge answer

space were excluded because they would incur a very high annotation cost, given that
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 من هم الأنبياء الذين ذكروا في القرآن على أنهم مسلمون؟
Who are the prophets that were mentioned in the Quran as being Muslims? 

AnswerID Answer Text  Label 

2:127-128 

عُ 
َ
 يَرْف

ْ
هِيمُ |وَإِذ عِيلُ  إِبْرََٰ بَيْتِ وَإِسْمََٰ

ْ
وَاعِدَ مِنَ ٱل

َ
ق
ْ
عَلِيمُ  ٱل

ْ
مِيعُ ٱل نتَ ٱلسَّ

َ
كَ أ  إِنَّ

ٓ
ا لْ مِنَّ بَّ

َ
ق
َ
نَا ت  {127} رَبَّ

يْنَ 
َ
بْ عَل

ُ
نَا وَت

َ
ا مَنَاسِك

َ
رِن
َ
كَ وَأ

َّ
 ل
ً
سْلِمَة  مُّ

ً
ة مَّ

ُ
 أ
ٓ
تِنَا يَّ ِ

ر 
ُ
كَ وَمِن ذ

َ
نَا مُسْلِمَيْنِ ل

ْ
نَا وَٱجْعَل حِيمُ رَبَّ ابُ ٱلرَّ وَّ نتَ ٱلتَّ

َ
كَ أ  إِنَّ

ٓ
 {128} ا

2 

2:132-132  
ٓ
ىَٰ بِهَا هِيمُ وَوَص َّ سْلِمُونَ  إِبْرََٰ نتُم مُّ

َ
 وَأ

َّ
نَّ إِلَّ

ُ
مُوت

َ
 ت

َ
لَ

َ
ينَ ف ِ

مُ ٱلد 
ُ
ك
َ
فَىَٰ ل

َ
َ ٱصْط

َّ
بَنِىَّ إِنَّ ٱللَّ  2 {132} بَنِيهِ وَيَعْقُوبُ يََٰ

2:133-133 

عْبُدُو 
َ
الَ لِبَنِيهِ مَا ت

َ
 ق

ْ
وْتُ إِذ

َ ْ
 حَضَرَ يَعْقُوبَ ٱلْ

ْ
ءَ إِذ

ٓ
هَدَا

ُ
نتُمْ ش

ُ
مْ ك

َ
هِ أ ئِكَ إِبْرََٰ

ٓ
هَ ءَابَا

ََٰ
هَكَ وَإِل

ََٰ
عْبُدُ إِل

َ
 ن
۟
وا

ُ
ال
َ
مَ ينَ مِنۢ بَعْدِى ق

هُۥ مُسْلِمُونَ 
َ
حْنُ ل

َ
حِدًا وَن

َٰ
هًا وَ

ََٰ
قَ إِل

َٰ
عِيلَ وَإِسْحَ  {133} وَإِسْمََٰ

2 

2:136-136 

ا بِ   ءَامَنَّ
۟
وٓا

ُ
ول

ُ
ِ ٱق

َّ
ىَٰٓ  للَّ

َ
نزِلَ إِل

ُ
 أ
ٓ
يْنَا وَمَا

َ
نزِلَ إِل

ُ
 أ
ٓ
هِ وَمَا قَ وَيَعْقُوبَ وَ  مَ يإِبْرََٰ

َٰ
عِيلَ وَإِسْحَ سْبَاطِ ٱوَإِسْمََٰ

َ ْ
  لْ

ٓ
ىَٰ وَمَا ىَٰ وَعِيس َ وتِىَ مُوس َ

ُ
 أ
ٓ
وَمَا

وتِىَ 
ُ
ونَ ٱأ بِيُّ حَدٍ  لنَّ

َ
ِقُ بَيْنَ أ

فَر 
ُ
 ن

َ
هِمْ لَّ ِ

ب  نْهُمْ مِن رَّ ِ
هُ  م 

َ
حْنُ ل

َ
   {136} مُسْلِمُونَ  ۥوَن

2 

هِيمُ  3:67-67 انَ إِبْرََٰ
َ
رِكِينَ  مَا ك

ْ
ش
ُ ْ
انَ مِنَ ٱلْ

َ
سْلِمًا وَمَا ك انَ حَنِيفًا مُّ

َ
كِن ك

ََٰ
ا وَل صْرَانِيًّ

َ
 ن

َ
ا وَلَّ  2 {67} يَهُودِيًّ

3:84-84 

ا بِ  لْ ءَامَنَّ
ُ
ِ ٱق

َّ
قَ وَيَعْقُوبَ وَ  للَّ

َٰ
عِيلَ وَإِسْحَ هِيمَ وَإِسْمََٰ ىَٰٓ إِبْرََٰ

َ
نزِلَ عَل

ُ
 أ
ٓ
يْنَا وَمَا

َ
نزِلَ عَل

ُ
 أ
ٓ
سْبَاطِ ٱوَمَا

َ ْ
ىَٰ  لْ ىَٰ وَعِيس َ وتِىَ مُوس َ

ُ
 أ
ٓ
وَمَا

ونَ ٱوَ  بِيُّ حْنُ  لنَّ
َ
نْهُمْ وَن ِ

حَدٍ م 
َ
ِقُ بَيْنَ أ

فَر 
ُ
 ن

َ
هِمْ لَّ ِ

ب  هُ مِن رَّ
َ
 {84}  مُسْلِمُونَ  ۥل

2 

6:161-163 
هِيمَ   إِبْرََٰ

َ
ة
َّ
ل ِ
سْتَقِيمٍ دِينًا قِيَمًا م  طٍ مُّ ىَٰ صِرََٰ

َ
ىٓ إِل ِ

نِى رَب  نِى هَدَىَٰ
لْ إِنَّ

ُ
رِكِينَ  ق

ْ
ش
ُ ْ
انَ مِنَ ٱلْ

َ
 {161} حَنِيفًا وَمَا ك

مِينَ 
َ
ل عََٰ

ْ
ِ ٱل

ِ رَب 
َّ
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Figure 3.2. A multi-answer question raised by a skeptical user; only a sample of the
answers are shown. Labels 2 and 1 correspond to direct and indirect answers,
respectively.

AyaTEC should exhaustively include all the potential answers (qur’anic verses) to each

considered question. Figure 3.1 shows a sample question from this segment.

To address the second type of information needs (for skeptical users), we acquired

62 Arabic questions using two methods: soliciting questions from users directly, and

drawing questions from YouTube videos and books. Unfortunately, a large number of

46



the questions collected initially from skeptical users did not have an answer from the

Holy Qur’an. As such, some of these questions were slightly rephrased, others were

deleted, and a fraction not exceeding 15% of the total number of questions in AyaTEC

were purposely retained to add a flair of challenge to the test collection, similar to the

English dataset developed by Rajpurkar, Jia, and Liang [110]. Figure 3.2 illustrates a

sample question from this category.

3.1.1.2. Topic Categories of the Holy Qur’an

To have a wide topical coverage, we chose our questions from 11 different topical

categories of the Holy Qur’an. The developed questions covered these topic categories

in different proportions, with the biggest share of questions being on Provisions of Islam

and Stories of Prophets, followed by Former Nations, as shown in Figure 3.3.
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Figure 3.3. Distribution of questions over 11 Holy Qur’an topic categories.
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3.1.1.3. Question Types

Although the questions include a variety of factoid, list, definition, causal, rela-

tion, and yes/no questions, we have adopted the abstracted classification of single-answer

andmulti-answer questions, which correspond to having one answer or multiple answers

in the Qur’an, respectively. This is due to the nature of the answers being qur’anic verses

rather than traditional natural language answers. For example, when answering a yes/no

question from the Holy Qur’an, the answer should include all the verses that would

provide distinct evidence that supports a Yes answer or a No answer. If the answer

to the given yes/no question constitutes more than one evidence, that would make it a

multi-answer question, otherwise, it will be a single-answer question. This may also

apply on the other question types (factoid, casual, etc.). As such, the single/multi-answer

classification was adopted to encompass any question type. Additionally, a no-answer

question type was defined to cater for the questions that do not have an answer in the

Holy Qur’an. This classification has indeed an implication on the evaluation schemes to

adopt, as discussed in Section 3.1.6. The question types are formally defined as follows:

• Single-Answer questions are those having only one answer in the Holy Qur’an.

The answer (qur’anic verse/verses) may be repeated (in different positions) in

the Holy Qur’an. Naturally, the repeated answers could be syntactically and/or

semantically similar. Figure 3.1 exhibits an example of this question type.

• Multi-Answer questions are those having two or more different answers, or those

with an answer that constitutes several components. Each answer may also be

repeated in the Holy Qur’an. Figure 3.2 exhibits an example for this question

type.
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• No-Answer questions are of two types; namely, zero-answer questions and no-

direct-answer questions. Zero-answer questions are those that have no answer

in the Holy Qur’an, while no-direct-answer questions are those that do not have

a direct answer (i.e., questions that only have indirect answers). An answer is

direct if it responds to a given question explicitly, and its context is consistent

with the context of the question; otherwise, the answer is indirect. Formal

definitions of direct and indirect answers are provided in Section 3.1.2.2 with

examples.

3.1.2. Relevance Judgements

Given the sensitivity of dealing with a sacred book, and our aim to include, in

AyaTEC, exhaustive sets of all the answer occurrences of qur’anic verses that would po-

tentially answer every question, three specialists in Holy Qur’an Interpretation (Tafseer)

were sought for the relevance judgments phase; each was expected to have completely

memorized the Qur’an.

Initially, we conducted a pilot experiment on 10 questions drawn from the de-

veloped question set, such that they include samples from the different question types.

One of the three specialists was requested to answer these questions by extracting all

the potential verses that answer every question and then annotate each answer based

on a given rubric as direct, indirect, or incorrect as elaborated in Section 3.1.2.2. The

task was overwhelmingly very time consuming and difficult. To make the task easier,

we decided to partition the task into two separate steps: answer extraction and answer

annotation.
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3.1.2.1. Answer Extraction

Two UpWork2 freelancers who are very knowledgeable in Qur’an were hired to

extract all the potential relevant answers (qur’anic verses) to a given question. They were

advised to use the search tools of KSU’s Electronic Moshaf Project3 and/or the Tanzil

Project.4 Their competence was verified before the hire using the 10 pilot questions

described above. The freelancer was hired if 90% of the gold-standard set of previously

extracted answers for the pilot questions were achieved. The question set was eventually

distributed evenly among the two answer extractors.

The answer extraction step followed the following guidelines:

• One occurrence of an answer could be a single verse or a set of consecutive

verses (2 to 10 verses).

• To the best of effort, all the repeated occurrences of the answer in the Holy

Qur’an must be extracted.

• If the answer extractors face a challenging question, they may leave it to the

Qur’an specialists to extract its answer(s), if they exist.

• The answer to a multi-answer question can belong to one of the following cases.

– One single verse contains all the constituents of the answer. We refer to

each constituent as an answer instance. Figure 3.4 exhibits examples of

answer instances.

– Several single verses; each may contain one or more instances of the

answer.
2https://www.upwork.com/
3http://quran.ksu.edu.sa/
4http://tanzil.net/
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– A set of consecutive verses (2 to 10 verses) may contain one or more

instances of the answer. This implies that some verses are part of the

answer despite the fact that they may not include any instances of the

answer. Such verses are retained to elaborate the context of the answer.

– A combination of single verses and sets of consecutive verses that may

contain one or more instances of the answer; i.e., a combination of the

previous two cases above.

• A single verse that is a constituent of an answer will have a verse-ID of the form

Chapter#:Verse#. For example, the verse-IDs constituting the second answer in

Figure 3.1 are 6:118 and 6:119, respectively.

• Consequently, each answer in AyaTEC has an answer-ID that is of the form

Chapter#:StartVerse#-EndVerse#. For example, the first two answers in Fig-

ure 3.1 have the answer-IDs 5:4-4 and 6:118-119, respectively.

3.1.2.2. Answer Annotation

With the answer extraction task completed, each of the three Qur’an specialists

evaluate and annotate all the extracted answers of all the questions (to facilitate majority

voting), taking into consideration the following guidelines:

• The extracted answers must be checked to verify that all the answers to a given

question and their occurrences in the Holy Qur’an have been extracted; if not,

missing answers must be added.

• Each extracted answer must be evaluated and labeled as Direct, Indirect, or

Incorrect as defined below:
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– Direct: If the extracted answer responds to the given question explicitly,

and the context of the answer is consistent with the context of the ques-

tion. Examples of direct answers are those with a label/annotation code

of ’2’ in Figures 3.1 and 3.2.

– Indirect: If the extracted answer complies with one of the following

cases: (a) it answers the given question explicitly, but the context of the

answer is inconsistent with the context of the question; or (b) it answers

the given question implicitly and the context of the answer is consistent

with the context of the question. Examples of indirect answers are those

with a label/annotation code of ’1’ in Figures 3.1 and 3.2.

– Incorrect: If the extracted answer does not answer the question.

• In the case where the annotator encounters a question that does not have any

answer from the Holy Qur’an, it would be designated as a zero-answer question.

• As each Qur’an specialist may discover different answers or answer occurrences

that were not extracted by the UpWork answer extractors, it was imperative to

synchronize the newly discovered answers across the three Qur’an specialists.

Each specialist must evaluate all the newly discovered answer occurrences so as

to apply majority voting.

While AyaTEC was developed to include an exhaustive set of all direct answers

per question, the indirect answers that are included may not be exhaustive. This is due

to their propensity to be highly ubiquitous and intractable for some questions, given the

high presence of anaphoric-structures in the Holy Qur’an. Nevertheless, we retained the

annotated indirect answers (even if they are not considered in the evaluation) for two
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reasons: 1) to differentiate between questions that do not have an answer from the Holy

Qur’an (zero-answer type) and those that do not have a direct answer (no-direct-answer

type), and 2) to cater for the types of information needs of curious/skeptical users that

would presumably be partially satisfied to know whether the Holy Qur’an has, or does

not have thereof, direct/indirect answers to their questions. Hence, in the absence of

direct answers, the indirect answers would act as clues for curious or skeptical users to

further explore in renowned Interpretation (Tafseer) books of the Holy Qur’an.

3.1.3. Post-Annotation Processing

We present next the processing steps applied on the annotated answers after

completing the answer-annotation task.

3.1.3.1. Majority Voting

Majority voting was applied on the QA pairs whenever there were, at least, two

inter-annotator agreements. For cases with no inter-annotator agreement or a missing

annotation, a fourth Qur’an specialist was sought to break the tie, or compensate for the

missing annotation, respectively.

3.1.3.2. Excluding Redundant Answers

To eliminate the possibility of having redundant answers of a given question that

carry the same label, we devised a set of rules that were applied on the annotated QA

pairs (after majority voting) to designate each answer (QA pair) with its final label as

direct, indirect or incorrect. Ensuring no redundancy between the answers (that carry

the same label) has an implication on the fairness of the evaluation measures we propose

in Section 3.1.6. Different rules were developed for single-answer and multi-answer
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questions respectively.

1. For Single-Answer Questions:

We retained the tightest annotated answers (i.e., answers having the smallest

number of verses) for each single-answer question, and deleted any super-sets of

those retained answers that carry the same label; therefore, each retained answer

may not include answer subsets or super-sets annotated with the same label.

For example, applying this rule on the QA pairs in Figure 3.1 results in remov-

ing the direct answer-ID 6:118-119 (whose label=2) while retaining the direct

answer-IDs 6:118-118 and 6:119-119 that carry a label of ’2’ as well.

2. For Multi-Answer Questions:

(a) We retained thewidest annotated answers (i.e., answers having the largest

number of verses) for each multi-answer question, and deleted any sub-

sets of those retained answers according to the following policy:

i. If the widest retained answer’s final label is direct, all answer

subsets are deleted regardless of their carried label. This rule

is applied to address a downside for applying the annotation

guidelines in Section 3.1.2.2, where an answer subset may not

be qualified to be a direct answer on its own, although it may

contain a correct instance of the answer. For example, applying

this rule on the QA pairs in Figure 3.2 results in removing the

indirect answer-ID 10:71-71 (whose label=1) while retaining the

direct answer-ID 10:71-72.

ii. If the widest retained answer’s final label is indirect or incor-
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rect, only answer subsets carrying the same respective labels are

deleted.

(b) Any verse/answer subset included in a direct widest retained answer will

implicitly carry a direct label as well.

3. For no-direct-answer questions, we adopted the rules applied on multi-answer-

questions.

Applying the above rules reduced the number of annotated question-answer pairs

in AyaTEC from 2064 to 1762.

3.1.3.3. Development of Answer-Instance Sets and Verse-to-Instances Maps

For the purpose of evaluating multi-answer questions, two additional data com-

ponents were developed for each multi-answer question: an answer-instance set and a

verse-to-instances map. The answer-instance set contains the gold answer instances for a

given multi-answer question, while the verse-to-instances map encodes the distribution

of the gold answer instances among the verses that constitute the gold direct answers

for that question. Details on the use of these two data components in evaluation are

presented in Section 3.1.6.3.

Answer-Instance Set. Answer sets of distinct constituents/instances were developed

for each question with the help of one of the Qur’an specialists. The specialist extracted

the answer-instance sets from the final list of annotated answers (after majority voting),

where only direct answers were considered. Figure 3.4 exhibits the answer-instance set

for an example question.
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 من هم الأنبياء الذين ذكروا في القرآن على أنهم مسلمون؟
Who are the prophets that were mentioned in the Quran as being Muslims? 

1 Ibrahim/Abraham هِيم  إِبْر َٰ
2 Ismail عِيل  إِسْم َٰ
3 Yaqub/Jacob عْقُوب  ي 
4 Ishaq/Isaac ق

 إِسْح َٰ
5 Descendants اطِ ٱ سْب 

 ْ
 لْ

6 Moussa/Moses  َٰى  مُوس  
7 Essa/Jesus ى  عِيس  
8 Nooh/Noah وح

ُ
 ن

9 Yousuf/Joseph يُوسُف 
10 Sulaiman/Solomon ن يْم َٰ

 
 سُل

 

Figure 3.4. An example answer-instance set for a multi-answer question.

Verse-to-Instances Map. This map stores the answer instances indicated by each verse

in a direct answer to a multi-answer question. Ideally, for a verse to be included in

the map, it should include one or more answer instances. However, we encountered

cases where several verses in an answer may contribute to one answer instance. For this

reason, the verse-to-instances map may include verses not contributing directly to an

instance. Figure 3.5 depicts an example map for the same question above.

 من هم الأنبياء الذين ذكروا في القرآن على أنهم مسلمون؟
Who are the prophets that were mentioned in the Quran as being Muslims? 

Answer-ID Verse-ID 
No. of 

Instances 
Instances 

هِيم 2 2:127 2:127-128 عِيل، إِبْر َٰ   إِسْم َٰ

هِيم 2 2:132 2:132-132 عْقُوب، إِبْر َٰ  ي 

عْقُوب 4 2:133 2:133-133 هِيم، ي  عِيل، إِبْر َٰ ق، إِسْم َٰ
 إِسْح َٰ

هِيم 7 2:136 2:136-136 عِيل، و إِبْر َٰ ق، و إِسْم َٰ
عْقُوب، و  إِسْح َٰ اطِ ، و ي  سْب 

 ْ
ىَٰ ، و ٱلْ ى، و مُوس    عِيس  

هِيم 1 3:67 3:67-67  إِبْر َٰ

هِيم 7 3:84 3:84-84 عِيل، و إِبْر َٰ ق، و إِسْم َٰ
عْقُوب، و  إِسْح َٰ اطِ ، و ي  سْب 

 ْ
ىَٰ ، و ٱلْ ى، و مُوس    عِيس  

وح 1 10:71 10:71-72
ُ
 ن

 يُوسُف 1 12:99 12:99-101

ن 1 27:44 27:41-44 يْم َٰ
 
 سُل

 

 Figure 3.5. An example verse-to-instances map for a multi-answer question. Verse-IDs
that constitute direct answers but do not contribute to any answer instance are not
shown.
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3.1.4. Profile of AyaTEC

In this section, we describe the profile ofAyaTEC quantitatively before presenting

an inter-rater agreement analysis.

AyaTEC is composed of 207 questions; 145 questions target the information

needs of curious users (70%), while 62 questions target the information needs of skeptical

users (30%). We decided to include the latter type of questions because none of the

prevalent Arabic QA research on the Holy Qur’an, nor the QA test collections mentioned

in Section 2.1, have catered for questions that target the information needs of skeptical

users.

The questions cover 11 qur’anic topic categories as shown in Figure 3.3. It was

expected for the topic categories of Provisions of Islam and Stories of Prophets to have

relatively larger shares of the questions (22% each) than the other topic categories.

Figure 3.6 depicts the distribution of the questions by question type. Single-

answer and multi-answer questions have relatively comparable shares, whereas no-

answer questions comprise 17% (15% are zero-answer questions, and only 2% are

no-direct-answer questions), as explained in Section 3.1.1.3.

It is worth noting that among the 62 questions that target the information needs

of skeptical users, 15 questions (24% of the 62) are of zero-answer type. In contrast,

only 16 questions (11%) out of the 145 that target the information needs of curious users

are zero-answer questions.

AyaTEC includes the annotations of the three Qur’an specialists over a total

of 1,762 question-answer pairs for 176 questions that have answers. As indicated in

Section 3.1.3.1, majority voting was applied whenever there were, at least, two inter-

annotator agreements; and for tie-breaking or missing annotations, a fourth Qur’an
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Single-Answer
41% (85)

Multi-Answer 
42% (86)

Zero-Answer 
15% (31)

No-Direct-
Answer
2% (5)

No-Answer
17% (36)

Figure 3.6. Distribution of questions in AyaTEC by question type.

specialist was sought.

Figure 3.7 shows the distribution of the resulting majority votes among direct,

indirect, and incorrect question-answer pairs (or answers for short). Direct answers had

the biggest share (67%).

Direct Answers 
67% (1186)

Indirect Answers
28% (492)

Incorrect Answers
5% (84)

Figure 3.7. Distribution of the annotated question-answer pairs in AyaTEC by label
type.

Single-answer and multi-answer questions have 534 and 1,204 QA pairs (an-

swers), respectively. Direct answers constitute 42% of the answers for single-answer

questions, and a bigger share of 80% of the answers for multi-answer questions. Con-

sequently, the average number of direct answers for single-answer questions and multi-

answer questions is 3 and 11, respectively.
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With quality being a main concern while building AyaTEC, we present next an

analysis of the strength of inter-annotator agreement among the three Qur’an specialists.

3.1.5. Inter-Rater Agreement

The Fleiss’ kappa coefficientwas used to assess inter-annotator agreement among

the three Qur’an specialists (Table 3.1). Fleiss’ kappa is an extension of the Cohen’s

Kappa coefficient; the latter is used in the literature to measure agreement between two

raters only, where agreement due to chance is factored out. We have chosen Fleiss’ kappa

because it can measure agreement among more than two raters [124]. The following

proposed interpretation of the Kappa statistic by Landis and Koch [76] was adopted to

indicate the strength of agreement: <= 0.0 is poor, 0.01-0.20 is slight, 0.21-0.40 is fair,

0.41-0.60 is moderate, 0.61-0.80 is substantial, and 0.81-1.0 is almost perfect. However,

some controversy exists in the literature towards the accurateness of this interpretation,

given that the number of rating categories and the number of subjects (QA pairs in our

case) can adversely affect the value of kappa [124].5

5We could not apply Fleiss’ Kappa on a small number of QA pairs/subjects, as shown in Table 3.1
for no-direct-answer questions.
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Table 3.1. Fleiss Kappa scores for inter-annotator agreement among the three Qur’an
specialists over QA pairs.

Question QA Pairs # Kappa-All Kappa-Direct

All 1,762 0.31 0.42

By Question Type

Single-answer 534 0.37 0.58

Multi-answer 1204 0.19 0.23

No-direct-answer 24 - -

By User Category

Curious 1066 0.47 0.61

Skeptical 696 0.09 0.15

Multi-answer (Curious questions) 681 0.38 0.44

According to the kappa scores exhibited in Table 3.1, and the kappa interpretation

scale mentioned above, inter-annotator agreement seems to be fair (0.31) over all the

1,762 QA pairs in the collection, and moderate (0.42) when computed only over the

direct evaluation ratings. Henceforward, we will refer to the kappa scores computed

over all ratings (including direct, indirect and incorrect ratings) as kappa-all, whereas

we refer to the kappa scores computed over the direct ratings only as kappa-direct.

We justify our emphasis on kappa-direct scores rather than kappa-all scores for three

reasons: (1) the core value of AyaTEC is in its use to evaluate QA systems over direct

answers, (2) kappa-all scores show a high resemblance to the pattern of behavior of

kappa-direct scores across question types and user categories, (3) kappa-direct scores

are significantly better than kappa-all scores.

It is worth noting that the Kappa-direct scores were significantly higher when
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computed over the QA pairs of questions that target the information needs of curious

users (0.61), and the QA pairs of single-answer questions (0.58). On the other hand,

the kappa-direct scores were significantly lower over the QA pairs of questions that

target the information needs of skeptical users (0.15), and the QA pairs of multi-answer

questions (0.23). These results suggest that inter-rater disagreement is mainly attributed

to the questions of skeptical users. This finding was ascertained by the witnessed

significant increase of the kappa-direct score (from 0.23 to 0.44) when computed over

the multi-answer questions excluding those that target skeptical users (Table 3.1). As

such, disagreement among the Qur’an specialists over this kind of questions is not

considered surprising, due to the arguable nature of some of these questions and hence

answers.

3.1.6. Using AyaTEC in Evaluation

In this section, we discuss how one can use AyaTEC to evaluate a QA system

for the Holy Qur’an that returns answers in terms of verses. We assume a ranked

retrieval setting where the system returns a ranked list of answers to a given question;

each answer is a sequence of one or more consecutive verses. The evaluation could

be designed to support two user satisfaction scenarios. In the first scenario, the user

would be satisfied to get any one occurrence of an answer to his/her question from the

system; as such, the repeated occurrences of the answer can be ignored in the evaluation.

In the second scenario, the user would anticipate getting all occurrences of an answer

to his/her question. For both scenarios, we focus our evaluation on direct answers

exclusively, assuming the user is pursuing only direct answers whenever they exist, since

it is infeasible to track all potential indirect answers in the Holy Qur’an.
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We propose possible evaluation measures to adopt for each of the three types

of questions, namely, single-answer, multi-answer and no-answer questions. For all

proposedmeasures, wewill discuss the evaluation of system answers given one question.

The overall evaluation score is indeed the average over all questions of the corresponding

type in AyaTEC. We assume that the system retrieves a ranked list R of answers, which

is evaluated against the set of gold direct answers A for the given question.

3.1.6.1. Partial Matching of Answers

Recall that each answer (either gold or returned by the system) may constitute

one or more consecutive verses (up to 10). To give credit to QA systems that may retrieve

an answer that does not fully match one of the gold answers, but partially matches it,

we introduce the notion of partial matching of answers. We define the answer-matching

scorem of a system answer r, denoted bymr, as the maximummatching score of r over

all direct gold answers A of the question.

mr = max
a∈A

fm(r, a) (3.1)

where fm(r, a) is an answer matching function that matches a system answer r with

a correct direct answer a. Inspired by Rajpurkar, Jia, and Liang [110] and Rajpurkar,

Zhang, Lopyrev, et al. [111], we propose using the F1 measure, applied over verse-IDs,

as the answer-matching function. F1 score is the harmonic mean of precision and recall

applied over the verse-IDs that constitute answers (rather than tokens constituting textual

answers as in [110], [111]). In this case, we treat the answers as bags of verse-IDs and
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compute the precision and recall (and hence F1) accordingly.

fm(r, a) = F1(Vr|Va) (3.2)

where Vr and Va are the sequences (treated as sets) of verses constituting the system

and gold answers, respectively.6 Refer to Figure A.1 in Appendix A for an example of

partial matching computation.

3.1.6.2. Evaluating Single-Answer Questions

Having defined the answer matching score, we present next the proposed evalu-

ation measures to use in evaluating the system answers given a single-answer question.

3.1.6.2.1. Retrieving any occurrence of the answer. The first measure is a

variant of Precision@1 measure, but considering partial matches. We denote it by

Matching@1, or shortlyM@1.

M@1(R) = mr1 (3.3)

wheremr1 is the matching score of the answer at the first rank. This measure only looks

at the first returned answer.

The second measure is a variant of the Reciprocal Rank (RR) measure, but

considering partial matches. We denote it by Partial Reciprocal Rank, or shortly pRR.

pRR(R) =
mrk

k
; k = min{k |mrk > 0} (3.4)

where k refers to the rank position of the first answer that has non-zero matching score.

6Alternatively, any measure of set overlap (e.g., Jaccard Coefficient) can also be used.
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This one gives partial credit for systems that return a relevant answer not necessarily at

the top of the ranked list. Alternatively, one can also limit k to be the rank of the first

answer with a matching score of 1, i.e., an exact-match.

Note that, in both measures, the matching score is used in lieu of a binary score

in the corresponding traditional measures, Precision@1 and RR, respectively.

3.1.6.2.2. Retrieving all occurrences of the answer. In the same spirit of the

previous measures, we propose using variants of the Recall and the Precision measures

that consider partial matches to evaluate the system answers for the task of retrieving

all occurrences of the single answer. We denote them by Partial Recall (pRecall) and

Partial Precision (pPrecision), respectively.

pRecall(R) =

∑
r∈R mr

|A|
(3.5)

pPrecision(R) =

∑
r∈R mr

|R|
(3.6)

where mr is the answer-matching score of a system answer r as defined in

equation 3.1, and |A| and |R| are the sizes of the gold and returned answers A and R,

respectively.

We note that in computing the answer matching scores, returned system answers

are matched in the order of their ranking, such that no gold direct answer a in the setA is

best-matched tomore than one system answer r. We then computeF1 as the performance

measure of the system given the question, applied over pRecall and pPrecision.
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3.1.6.3. Evaluating Multi-Answer Questions

Multi-answer questions in AyaTEC include a variety of list, definition, causal,

and relation questions. Each question has its corresponding answer-instance set (see

Figure 3.4 for an example). For this type of questions, the system is required to return

answers that cover all the answer-instances for a given question. For the first satisfaction

scenario, redundant occurrences of the same answer instance are ignored. On the

contrary, the second satisfaction scenario requires the retrieval of all occurrences of

each answer instance.

3.1.6.3.1. Retrieving any occurrence of answer instances. In this scenario, the

system returns a ranked list of answers aiming to cover all answer instances by retrieving

at least one occurrence of each, while retrieving a minimal set of answers to maintain

good accuracy. Therefore, a good measure should consider both coverage of answer

instances, denoted by Instance Recall (iRecall), and precision of returned answers

(pPrecision). Equation 3.6 showed how pPrecision can be computed. As for iRecall,

it is similar to the Instance Recall measure used in evaluating list questions in the

question answering tracks of TREC 2003 through 2007 [45], [46], [130], [131], [133].

iRecall(R) =
|IR|
|IA|

(3.7)

where IA denotes the set of distinct gold answer instances for the given question, which

is readily constructed using the verse-to-instances map T for the question (see Figure 3.5

for an example of map T ), and IR denotes the set of distinct answer instances covered

by the system’s answers R. IR can be constructed using the verse-to-instances map too.

Finally, we compute F1 as the performance measure of the system given the question,
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applied over pPrecision and iRecall. Refer to Figure A.1 in Appendix A for an

evaluation example (scenario 1) of a system’s response to a multi-answer question.

3.1.6.3.2. Retrieving all occurrences of answer instances. This scenario re-

quires systems to retrieve all occurrences of answer instances. The proposed evaluation

measure is similar to the one introduced in the first scenario (Sec. 3.1.6.3.1) with only

one modification related to iRecall. To construct IA and IR, we will consider all occur-

rences of instances to be distinct (i.e., treating each occurrence of an answer instance

as a unique one) in both the returned and gold answers, respectively. Note that only

occurrences of instances originating from different verses are to be considered distinct;

therefore, if the answers comprise overlapping verses, their respective answer instances

should be counted only once. This reflects the requirement of retrieving all occurrences.

pPrecision is computed the same way as shown earlier. Refer to the evaluation example

(scenario 2) in Figure A.1 in Appendix A.

3.1.6.4. Evaluating No-Answer Questions

Although in Section 3.1.1.3, a distinction was made between zero-answer and

no-direct-answer questions, we have chosen to adopt the same evaluation method for

both. This is mainly attributed to the fact that AyaTEC does not include exhaustive

sets of all indirect answers to the questions. As such, a system that does not return an

answer to a zero-answer question, or only returns indirect answers to a no-direct-answer

question, will be given a score of 1 for that question, and zero otherwise.
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3.1.6.5. Overall Performance Evaluation

For a single figure-of-merit over the entire set of questions in AyaTEC, we

propose to compute an overall evaluation score S for the above three question types as

a weighted average of their respective scores:

S = ws ∗ Ss + wm ∗ Sm + wn ∗ Sn (3.8)

where Ss, Sm, and Sn are the computed average scores over the single-answer, multi-

answer, and no-answer question types of AyaTEC, respectively. The weights represent

the distribution of the three question types in AyaTEC.

3.2. Developing QRCD: the Qur’anic Reading Comprehension Dataset

Motivated by the recent resurgence of the MRC field and its pivotal role in

modern QA systems that adopt the retriever-reader architecture [38], [39], in addition

to the permanent interest in Qur’an, we extend AyaTEC to develop QRCD as the first

extractive Qur’anic Reading Comprehension Dataset. Extractive MRC refers to the

task of span prediction, where the answer is a specific span of text extracted from

passages accompanying a question [34], [38]. QRCD is composed of 1,337 question-

passage-answer triplets for 1,093 question-passage pairs, of which 14% aremulti-answer

questions, which presents an additional challenge to the MRC task.

3.2.1. Extending AyaTEC for Use in Extractive Machine Reading Comprehension

In this section, we describe the procedure for developing QRCD to facilitate its

use in MRC, which is currently a very active area of research. QRCD differs from
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AyaTEC in several ways. First, it is augmented with passages curated from the Holy

Qur’an to form tuples of question-passage-answer triplets adopting the same format of

SQuAD v1.1 [111]. Second, the answers to the questions in QRCD are span-based,

where the spans of text were extracted manually from their corresponding verse-based

direct answers in AyaTEC. As such, indirect and incorrect answers were ignored.

Finally, no-answer questions that do not have an answer in the Holy Qur’an were also

ignored, keeping only the questions that have at least one answer. A Single-answer

question is the question that has only one answer (i.e., an answer that is a single span

of text, denoted as an “answer span”) in the accompanying Qur’anic passage, as shown

in Figure 3.8. A multi-answer question is the one whose answers are composed of

several components (such as list or why questions) in two or more different answer spans

(in distant or contiguous verses) in the accompanying Qur’anic passage, as shown in

Figure 3.9.
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Figure 3.8. An example of a single-answer question: a single span of text.

In general, as the answer(s) to single-answer and multi-answer questions may

appear in semantically and/or syntactically similar forms in different chapters and across

different verses within different Qur’anic contexts, each question-passage pair in QRCD

was considered an independent question for the MRC task. We note that each Qur’anic

passage in QRCD may have more than one occurrence; and each passage occurrence
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Figure 3.9. A typical answer to a multi-answer question: two or more different spans
of text, each of which is an answer component.

(if more than one exists) is paired with a different question. Likewise, each question in

QRCDmay have more than one occurrence; and each question occurrence (if more than

one exists) is paired with a different Qur’anic passage.

Overall, QRCD is composed of 1,093 question-passage pairs; 939 of which are

single-answer questions and the remaining 154 aremulti-answer questions. With 14% of

the questions in QRCD being multi-answer questions, this poses an additional challenge

to the reading comprehension task.

3.2.1.1. Passage Curation

The Holy Qur’an is composed of 114 chapters of different lengths. We initially

segmented the chapters using the Thematic Holy Qur’an [127],7 which is a printed

edition that clusters the verses of each chapter into topics. We recruited two annotators

through UpWork8 to extract the start and end verse numbers to which each topic cluster

7https://surahquran.com/tafseel-quran.html
8https://www.upwork.com
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of verses starts and ends within each chapter, given the topics indicated by the printed

Thematic Holy Qur’an. The text of each Qur’anic passage was then populated by

appending the text of the respective verses that constitute each passage, and separating

these verses by full stops. The Qur’anic text was downloaded from the Tanzil9 project,

which provides a verified digital version of the Holy Qur’an in many scripting styles in

addition to the Uthmani style. We have used the normalized simple-clean text style (in

Tanzil 1.0.2) to be able to use theQRCD dataset with transformer-based languagemodels

that were already pre-trained using normalized Arabic text. We note that Al-Azami

[30] has emphasized the importance of using the Uthmani orthography when quoting

or printing Qur’an verses, especially that Muslim scholars universally agree that this

orthography style should be maintained.

For each Qur’anic passage, we collated all the questions of AyaTEC that have

their verse-based answers fully contained within the boundaries of the passage at hand.

If a verse-based answer happened to be partially contained within a Qur’anic passage,

we adopted the heuristic of incrementally expanding that passage with the neighboring

next verse (from the next passage) until it accommodates the full answer. Despite our

effort to avoid passage overlap by adopting this expansion heuristic, some overlap in

the Qur’anic passages may still exist. This segmentation procedure has resulted in 629

Qur’anic passages (associated with questions) with an average size of 80 tokens.

3.2.1.2. Answer Span Extraction

After curating the passages, we also recruited three UpWork workers (annota-

tors), who are knowledgeable in Qur’an, to extract the specific answer spans from their

respective direct verse-based answers given by AyaTEC. An interface was developed for

9https://tanzil.net/download/
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that purpose, which displays a Qur’anic passage and loops over its related questions, dis-

playing one question and its verse-based direct answer(s), one at a time. The annotators

were only allowed to highlight and select the specific answer spans from the correspond-

ing displayed direct verse-based answer. Each of the three annotators annotated all the

questions. To resolve mismatches among extracted spans, which mostly occur due to

the inclusion or exclusion of non-essential phrases, the first author resolves them. In

Section 3.2.2, we further discuss the inter-annotator agreement and mismatches among

the annotators.

The final number of answer spans extracted for the 1,093 questions (or question-

passage pairs) was 1,337 with an average size of eight words per span. Their distribution

across question types are shown in Table 3.2.

Table 3.2. Distribution of question-passage-answer triplets by question type in QRCD.
We note that there are several untypical cases for some questions (single-answer or
multi-answer), where an exact same answer may have more than one occurrence in the
same Qur’anic passage.

Question Type
# Questions-Passage

Pairs

# question-passage-answer

triplets

Single-answer 939 949

Multi-answer 154 388

All 1093 1337

3.2.2. Inter-Annotator Agreement

As an indication of the quality of the answer span extraction phase in developing

QRCD, we need to measure the inter-annotator agreement between our three annotators

over the extracted answer spans. For that, we have adopted Fleiss Kappa [125]. We
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applied the measure at the token level. Since the annotators extracted the answers spans

from the verse-based answers, provided in AyaTEC, rather than the whole passage [85],

we computed the measure only on the tokens constituting such verses. For each token,

each annotator is assigned a label of 1 or 0 based on whether the token was selected (as

part of an answer span) by that annotator or not. Then, Fleiss Kappa was applied at the

token level over those labels. Disagreement occurred in about 32% of the tokens, and

a Kappa agreement score of 0.56 was attained. According to the Kappa interpretation

scale proposed by [77], the strength of the agreement is considered moderate. This

agreement level is similar to the one attained among the three Qur’an specialists/judges

in developing AyaTEC [85].

3.2.3. Using QRCD in Evaluation

Performance evaluation of an extractive MRC system over a question related to a

given Qur’anic passage should not be confined to one predicted answer only, especially

for multi-answer questions. Therefore, we expect the ideal MRC system to return all

correct answers exclusively (i.e., only the correct ones). Since systems are imperfect,

we would like to give (partial) credit to a system that returns correct answers along with

some incorrect ones; however, a system that perceives the correct answers as the best

answers (by giving them higher scores or putting them at the top of the returned answers)

should be rewarded higher than a system that perceives incorrect ones as the best. Such

a system would save the user’s time in checking the answers, thus better satisfying her

need. This clearly calls for a rank-based measure, i.e., a measure that considers the

ranks of the returned predicted answers. Moreover, a system that returns a partial span

of a correct answer should receive a partial credit. Therefore, for our task, we need
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a rank-based measure that considers partial matching of answers. As such, we expect

the system to return a ranked list of predicted answers R, which is evaluated against

a set of one or more gold answers A to the given question. The gold answers were

manually-extracted from the accompanying Qur’anic passage to that question (Section

3.2.1).

Our review of the reading comprehension literature has revealed the lack of

rank-based evaluation measures that can integrate partial matching for evaluating ex-

tractive MRC tasks on datasets with multi-answer questions. The current evaluation

measures that are being used for answer span prediction tasks mainly include the token-

level F1 (computed over bag-of-tokens) and Exact Match of answer spans (EM) [39],

[111], [146]. While these two set-based measures are relatively adequate for evaluating

single-answer questions, they are not adequate for multi-answer questions, because they

focus the evaluation only on one predicted answer. Dua, Wang, Dasigi, et al. [49] have

addressed this problem for the multi-answer questions in their DROP dataset, by extend-

ing their version of the token-level F1 measure such that every predicted answer was

best matched with one gold answer; and no gold answer was matched with more than

one predicted answer for a given question. Similarly, Khashabi, Chaturvedi, Roth, et al.

[71] also proposed an extended macro-average F1m measure for evaluating multi-answer

questions. Although those two proposed F1 measures can integrate partial matching,

they are not rank-based measures; they reward the system for returning answers regard-

less of how they are ordered/ranked, which is not fair for systems that prefer correct

answers, e.g., presenting them at the top of the returned ranked list.

Moreover, evenwith partial matching of answers, we need to consider caseswhen

evaluating predicted answer spans that happen to cover more than one gold answer. With
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current rank-based measures, such predicted answers will be treated unfairly, because

they will only be matched to one gold answer (at each rank) regardless of how many

gold answers they may cover. Figure 3.10 exhibits an example that demonstrates such an

unfair matching incidence that would cause a system to be under-evaluated. We discuss

this further in the context of Section 3.2.3.1.

To address the above issues and be able to use a rank-basedmeasure that can fairly

integrate partial matching, we introduce a simple yet novelmethod tomatch the predicted

answers against their respective gold answers (Section 3.2.3.1); and adapt the traditional

Average Precision (AP) rank-basedmeasure [73] to integrate partialmatches, in addition

to exact/binary matches. We denote this measure by Partial Average Precision (pAP for

short), which is used as the main measure for evaluating both single-answer and multi-

answer questions of the QRCD dataset (Sections 3.2.3.2 and 3.2.3.3 respectively).10

The traditional EM and token-level F1 evaluation measures are also adopted, but for

single-answer questions only.

We note that rank-based measures were used sparingly for evaluation [34] over

single-answer questions, but they were mainly applied in sentence or answer selection

(rather than span extraction) tasks and without integrating partial matching [94], [134].

With the concept of partial matching with gold answers being integral to all

adopted measures, we formally present it first, before defining the evaluation measures.

As each measure is defined with respect to a given question, an overall evaluation score

is computed by averaging over all questions, and also over questions of a specific type.
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"2:124-129\t352" 

Qur’anic Passage    الفقرة القرآنية 
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 من هم الأنبياء الذين ذكروا �� القرآن ع�� أ��م مسلمون؟ السؤال:

Question: Who are the prophets that were mentioned in the Qur’an as being Muslims? 

 Gold Answer  الذهبية الإجابات  /الإجابة  Predicted Answers المس��جعة جابات الإ 

هِ  • وَاعِدَ ٱ مُ ۦإِبْرَٰ
َ

ق
ْ
بَيْتِ ٱمِنَ  ل

ْ
عِيلُ وَ  ل  ِ�سْمَٰ

هِ  •  مُ ۦإِبْرَٰ

• .... 

هِ  •  مُ ۦإِبْرَٰ

عِيلُ  • عِيلُ و (أو  إِسْمَٰ  )ِ�سْمَٰ

Proposed Partial Matching of  Answers (with splitting) 

(1) Split the 1st predicted answer around its 

complete matches with the two gold answers. 

هِ  وَاعِدَ ٱ مُ ۦإِبْرَٰ
َ

ق
ْ
 مِنَ  ل

بَيْتِ ٱ
ْ
عِيلُ وَ  ل  ِ�سْمَٰ

(2) Position newly-split answers )1(  ِه وَاعِدَ ٱ مُ ۦإِبْرَٰ
َ

ق
ْ
 مِنَ  ل

بَيْتِ ٱ )2(
ْ
عِيلُ وَ  ل  ِ�سْمَٰ

هِ  )3(  مُ ۦإِبْرَٰ

)4( .... 

(3) Best match the new list of predicted answers 

with the gold answers; and compute the 

matching scores using Eq. 1. 

mr1 = 0.50 , matching score with  ُهِ ۦم  إِبْرَٰ

mr2 = 0.67, matching score with  ُعِيل  إِسْمَٰ

Partial Matching of  Answers (without splitting) 

Best match the two predicted answers (without 

splitting), and compute the matching scores.  

mr1 = 0.33, matching score with  ُهِ ۦم  إِبْرَٰ

mr2 = 0.00, no match with  ُعِيل  although the إِسْمَٰ

1st predicted answer did include it. 
 

Figure 3.10. An example that compares the proposed partial matching of answers (with
splitting), to the traditional partial matching (without splitting), and their implications
on the computed matching scores that would unfairly cause a system to be
under-evaluated.

3.2.3.1. Partial Matching of Answers

Reading comprehension systemsmight predict answers that are not exactmatches

to any of the gold answers for a given question, despite matching it partially, or even

covering it completely within a larger span. To give partial and fair credit to such

systems, we start the matching process by computing the span overlap between every

system’s predicted answer and all the gold answers that it overlaps with partially or fully.

10Other rank-based measures, such as nDCG can also be adapted.
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In case a predicted answer matches (i.e., overlaps with) more than one gold answer,

it is then split around its respective matches with the gold answers. In that case, the

newly-split answers will replace the original answer in the ranked list, with the same

order they appear in the original answer. Naturally, no splitting is applied if the predicted

answer does not match any gold answer, or if it includes a match (partial or full) with

only one gold answer. Finally, every answer in the newly-formed (expanded) ranked

list of predicted answers is best matched with one gold answer. Henceforward, we

refer to the proposed matching method as partial matching with splitting, as opposed to

the traditional partial matching without splitting. An example of the proposed answer

matching is presented in Figure 3.10.

We note that partial matching with splitting induces a ripple effect on the rank

order of subsequent predicted answers (as shown in Figure 3.10), which will, in turn,

have a direct effect on the computation of our proposed rank-based measure. It is worth

emphasizing that splitting is performed only to address cases when one predicted answer

matches more than one gold answer. If the traditional matching (without splitting) is

used, that predicted answer would match only one gold answer, which would be unfair

(as clearly shown in Figure 3.10). However, splitting allows giving credit for matching

all of those gold answers. The only side effect is the increase/expansion of the ranked list.

We note that this is quite natural, as it follows the sequential order of reading the words

of the predicted answer, matching the incremental perceived gain in user satisfaction

when reading the correct answers sequentially within the words of the predicted answer.

We have adopted the definition by Malhas and Elsayed [85] for the answer

matching score m of a system’s predicted answer r, which was denoted by mr. It was

defined as the maximum matching score of answer r over all the gold answers A for a
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given question, such that each best matched gold answer can only be matched once.

mr = max
a∈A

F1(r, a) (3.9)

where F1 is computed here over token positions, rather than any arbitrary matching

bag-of-tokens, to reward a predicted answer only if it was extracted from the proper

verse/context. Figure 3.10 compares the answer matching scores computed based on the

proposed and traditional matching methods (i.e., with or without splitting), to demon-

strate how our proposed matching avoids the unfair deterioration of the scores computed

using the traditional matching method.

3.2.3.2. Evaluating Single-Answer Questions

The first two evaluation measures that we have adopted for single-answer ques-

tions were F1 and EM, which were both applied by Rajpurkar, Zhang, Lopyrev, et al.

[111] on the top predicted answer against its ground truth answer.

We use the term F1@1 to refer to F1 when applied on the predicted answer at the

first rank only.

F1@1(R) = mr1 (3.10)

where R is the system’s returned ranked list of predicted answers, and r1 is the

predicted answer at the first rank in R.

We also useEM, which is a binarymeasure that checks whether the first predicted

answer exactly matches the gold answer to a given question. We formally define EM in
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terms of the answer matching score at the first rankmr1 .

EM(R) =


1 ifmr1 = 1

0 otherwise

(3.11)

The third adopted measure pAP is described in the next section as it is also used

for evaluating multi-answer questions.

3.2.3.3. Evaluating Multi-Answer Questions

The F1 (or F1@1) and EM measures are not suitable for evaluating multi-answer

questions because they only focus on the top predicted answer, ignoring the others.

Moreover, with the task being perceived as a ranking problem, it is important to adopt

a rank-based measure that can also assess partial matches. As such, we introduce

Partial Average Precision (pAP) as a variant of the traditional Average Precision (AP)

rank-based measure, to integrate the concept of partial matching, and use it to evaluate

multi-answer as well as single-answer questions.11 pAP is defined as follows.

pAP (R) =
1

|A|

|R|∑
K=1

1{mrK > 0} · pPrec@K(R) (3.12)

where |R| and |A| are the number of answers in the system’s returned ranked list R and

the gold answers A, respectively, rK is the predicted answer at the rank K in R, and

1{mrK > 0)} is the indicator function that has a value of 1 only if the predicted answer at

rankK matches (partially or fully) a gold answer, and zero otherwise. Partial Precision

at rank K, denoted as pPrec@K, is a variant of the traditional Prec@K measure that

11Similar to the traditional Average Precision (AP) [73], pAP averages the computed (here partial)
precision at the ranks of each predicted answer that (partially or fully) matches a gold answer (assuming
that non-retrieved gold answers appear at very low rank for which precision is zero).
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also integrates the concept of partial matching, defined by Malhas and Elsayed [85] as

follows:

pPrec@K(R) =
1

K

K∑
i=1

mri (3.13)

where R is the system’s returned ranked list of predicted answers, ri is the predicted

answer at rank i in R, andmri is the partial matching score of ri as defined by Equation

3.9.

To elaborate more on how the pAP measure is computed and showcase its

fairness, Figure B.1 in Appendix B presents a detailed example for the performance

evaluation of the output of two different systems on one question using pAP . Although

both systems predict the same set of answers, pAP better rewards the first system over

the second, because it predicts the correct answers at ranks 1 and 2, while the second

predicts them at lower ranks down the list.

We note that despite the change in rank order that may be induced due to partial

matching with splitting, the gains in the matching score values are expected to outweigh

any deterioration of pPrec@K(R) due to the expanded rank order, as discussed in

Section 3.2.3.1.

We note that all of the above measures are applied to the predicted answers for

one given question.

3.2.3.4. Implications for Using QRCD in Evaluation

Having proposed the evaluation measures to use for single-answer questions and

multi-answer questions, it is important to note that the question types and the scope of

the evaluation have implications on the proposed evaluation measures in the previous

two sections. To be more specific, we define a passage-scope and a Qur’an-scope
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for the evaluation. The passage-scope is confined to the passage accompanying the

question to which its answer(s) were extracted from, while the Qur’an-scope comprise

the whole Qur’an given that the answer(s) to a given question (of type single-answer or

multi-answer) may appear in semantically and/or syntactically similar forms in different

chapters and across different verses within different Qur’anic contexts.

Based on the forgoing, the passage-scope is adopted for evaluating the reader

component, and the Qur’an-scope is adopted for evaluating the retriever component and

the pipelined end-to-end QA system. However, this implies that a multi-answer question

with two ormore answer components (i.e., answer spans) in the Qur’an, will be evaluated

as a multi-answer question in the Qur’an-scope evaluation of the end-to-end QA system;

and it may be evaluated as a single-answer question in the passage-scope evaluation of

the reader component, if the question happens to be coupled with a Qur’anic passage

comprising only one of the question’s answer components. As such, the adopted scope

will also influence whether the question is classified as single-answer or multi-answer.

80



CHAPTER 4: THE RETRIEVER - PASSAGE RETRIEVAL WITH DOCUMENT

EXPANSION

In this chapter, we describe our sparse retrieval approach towards the develop-

ment of the retriever component of our QA system (Figure 1.5). Given a question in

MSA, the retriever should retrieve the top k answer-bearing passages from the Holy

Qur’an. These passages are then passed to the reader for answer extraction.

In general, sparse retrieval refers to traditional IR methods that use sparse bag-

of-words text representation approaches to measure term overlap. In addition to the

classical challenge of vocabulary mismatch that any retrieval system should overcome,

our retriever component needs to address the challenge of how to bridge the gap between

a question posed in MSA and the Qur’anic answer-bearing passages to be retrieved. Al-

thoughMSA and CA share the samemorphology and syntax characteristics, they mainly

differ in lexis, where contemporary western words found their way into MSA through

translation or transliteration and obsolete words were dropped [98]. Nevertheless, CA

remains richer in lexis [121], especially when the Classical Arabic text is Qur’anic. With

the digital presence of ample Qur’an related resources in MSA on the Web, we resorted

to document expansion rather than query expansion to mitigate this gap. As such, two

important and widely used MSA resources were selected; the first resource is Al-Tafseer

Al-Muyassar [1], which is a simple interpretation of the Holy Qur’an in MSA, while the

second is Kalimat Al-Qur’an [84], which is a dictionary of Qur’anic words with their

corresponding meaning in MSA.

Figure 4.1 exhibits the adopted pipelinedmethodology in developing the retriever

component; 1) segmenting the 114 chapters of the Qur’an into topical passages to

constitute our Qur’anic passage collection; 2) cleaning and preprocessing the scrapped
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Figure 4.1. The pipelined methodology adopted for developing the Retriever
component.

versions of Al-Tafseer Al-Muyassar [1] (or Al-Tafseer for short) and Kalimat Al-Qur’an

dictionary [84] (or dictionary for short); 3) expanding the passages in the collection with

their corresponding interpretation from Al-Tafseer, and the meanings (in MSA) of the

corresponding Qur’anic words, if they exist in the dictionary; 4) indexing the expanded

Qur’anic passage collections using the Pyserini tool [81]; and finally 5) searching the

indexes to retrieve relevant Qur’anic passages with respect to a given question. In

Sections 4.1 through 4.4, we describe each of the above steps in more detail. Then, we

describe the approach adopted for developing the relevance judgments to the questions

in QRCD to evaluate the performance of the retriever over the holdout set from QRCD.
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We conclude this chapter with a discussion of the results to answer the first research

question in this dissertation.

4.1. Thematic Passage Segmentation

 

Figure 4.2. Two pages from the Thematic Holy Qur’an categorized into different
themes by color. The description and range (designated by the start and end verse
numbers) of each theme/topic are provided at the bottom of the pages to which their
respective ranges start.

Passage segmentation of the 114 chapters of the Holy Qur’an is a step that was

already conducted during the passage curation phase of developing QRCD as described

in Section 3.2.1.1. The Thematic Holy Qur’an [127]1 was used in the segmentation

to generate topical Qur’anic passages that constitute our Qur’anic document (or more

precisely passage) collection of the Holy Qur’an. Figure 4.2 exhibits two pages from the

Thematic Qur’an segmented into four themes/topics using different colors, to visually

1https://surahquran.com/tafseel-quran.html
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separate the topical clusters in those pages according to their respective descriptions.

We note that some of the Qur’anic passages in QRCD may not fully correspond to the

boundaries of this Qur’anic passage collection.2

4.2. Cleaning and Preprocessing the Data used in Document Expansion

After scrapping the digital content of Al-Tafsser Al-Muyassar [1]3 and Kalimat

Al-Qur’an dictionary [84],4 two UpWork workers were hired to manually clean the data

of the Qur’an dictionary. Henceforward, we will refer to these two resources jointly as

“MSA resources for expansion”. As a preprocessing step, we normalized the MSA text

in each resource such that it complies with the simple-clean text style in Tanzil 1.0.25

of the Qur’anic text that we have downloaded and used while curating the Qur’anic

passages in QRCD (Section 3.2.1.1).

4.3. Expanding Passages with MSA Rsources

To mitigate the gap between the MSA questions and their Qur’anic passages

answer-bearing, we start by adopting the listed below expansion alternatives to create

the expanded versions of our Qur’anic passage collection; each Qur’anic passage (i.e.,

set of verses) was expanded with the correspondingMSA text relevant to the same verses

that constitute that passage.

1. Expansion with Kalimat Al-Qur’an dictionary. Only the meanings of the

Qur’anic words in MSA were used in the expansion, if they exist, as not all

2Due to applying some expansion heuristics to accommodate the full direct answers (i.e, qur’anic
verses) from AyaTEC prior to span extraction, some of the Qur’anic passages in QRCD were merged or
incrementally expanded.

3Al-Tafsser was scrapped from https://quranenc.com/ar/browse/arabic_moyassar/
4Dictionary was scrapped from https://www.e-quran.com/indx-word.html
5https://tanzil.net/download/
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Qur’anic words have meanings in the dictionary.

2. Expansion with Al-Tafeer Al-Muyassar only.

3. Expansion with both, Al-Tafseer and the dictionary.

4.4. Indexing and Searching

We indexed the four topical Qur’anic passage collections (including the non-

expanded version of the collection, which is the baseline) using the Pyserini tool [81].

Given a question in MSA, the retriever searches any of the indexes using the

Okapi BM25 [113] scoring function to retrieve the top k answer-bearing Qur’anic

passages for that question, which are then passed to the reader as pure Qur’anic passages

without the MSA text.

4.5. Relevance Judgments

The relevance judgements of the questions in QRCD over the Qur’anic passage

collection were created using the respective gold answers of those questions. Each

Qur’anic passage in the collection was considered relevant to the question, if it happened

to comprise any of the gold answer(s) completely or partially.

4.6. Experimental Evaluation of the Retriever

In this section, we describe the setup of our experiments, then present the eval-

uation results and discuss them in the context of addressing the first research question:

RQ1: Would expanding the Qur’anic passages with their corresponding Qur’an related

MSA resources help the retriever in bridging the gap between the questions in
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MSA and their answer-bearing Qur’anic passages?

Table 4.1. Distribution of questions and their question-passage-answer triplets in
QRCD. The distribution and the counts are based on the Qur’an-scope.

Dataset # Questions
# Question-passage-answer triplets

All

Questions

Single-answer

Questions

Multi-answer

Questions

All 169 1337 44 1293

Training 135 989 31 958

Test / Holdout 34 348 13 335

For evaluating the retriever, we randomly split the unique questions in QRCD

(i.e., without their accompanying passages) into a holdout (20%) dataset and a training

(80%) dataset. The holdout dataset is composed of 34 questions (as shown in Table 4.1).

Adopting the Qur’an-scope for evaluation (Section 3.2.3.4), we opted to use Mean

Average Precision (MAP) andMean Reciprocal Rank (MRR) in evaluating the retriever,

and report recall at different ranks (Table 4.2).

4.6.1. Results and Discussion

Table 4.2 presents the evaluation results of the retriever over the different indexes.

To address RQ1 that is concerned with observing the effect of expanding the Qur’anic

passage collection with MSA resources in bridging the gap between MSA questions and

their Qur’anic answer-bearing passages, we evaluate the performance of the retriever

over the non-expanded Qur’anic collection (as the baseline), and over the indexes of the

three expanded Qur’anic passage collections with variant combinations of the two MSA

resources (Section 4.3).
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Table 4.2. Performance evaluation of the retriever over the indexes of the baseline and
expanded Qur’anic passage collections. Best evaluation scores are boldfaced per
measure.

Qur’anic Passage Collection MAP MRR recall@5 recall@10 recall@20 recall@30

No expansion - Qur’an only (baseline) 20.79 30.71 19.13 29.52 35.03 43.10

Expanded with Al-Qur’an Dictionary 20.18 32.16 21.46 25.18 36.72 43.47

Expanded with Al-Tafseer Al-Muyassar 30.58 44.94 35.82 49.35 53.28 59.24

Expanded with Al-Tafseer and Dictionary 30.84 45.77 36.31 48.44 53.30 59.09

The results reveal two important findings. First, passage expansion using Al-

Tafseer Al-Muyassar is the most effective. This is evident from the comparable eval-

uation scores attained by the retriever over the two indexes that have Al-Tafseer used

in expansion, regardless of whether the Qur’an dictionary was used or not (without

overlooking the marginal increase in scores due to the dictionary). Second, retrieval

over the index expanded with both MSA resources attained an increase of 10.1 and 15.1

points on its MAP and MRR scores, respectively, in comparison to the baseline, and an

increase of 17+ points on its recall scores at ranks 10, 20 and 30.

As such, to answer RQ1, the results demonstrate the effective contribution of

passage expansion with MSA resources in mitigating the gap between the MSA ques-

tions and their Qur’anic answer-bearing passages. Nevertheless, the performance of our

best performing retriever is relatively modest. Inspecting some of the failure examples

revealed the need for semantic similarity approaches to down-weigh or prohibit the

retrieval of passages with high term overlap that do not contain an answer, or contain

the right answer but in a disparate context (i.e., hard negatives). We believe the retriever

component can be improved by re-ranking the retrieved passages, and/or using dense

(embedding-based) retrieval approaches that leverage semantic similarity; thus, over-
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coming the limitations of sparse bag-of-words (keyword-based) retrieval approaches.

88



CHAPTER 5: THE READER - A MACHINE READING COMPREHENSION

SYSTEM ON THE HOLY QUR’AN

In this chapter, we describe our approach in developing the reader component of

the QA system (Figure 1.5), Given a question-passage pair, the reader should extract the

best answer(s) to the given MSA question from the accompanying Qur’anic passage.

After being dormant for decades, the MRC field witnessed a resurgence that was

mainly attributed to the development of large reading comprehension datasets [67], [75],

[111], which enabled the training of deep learning neural MRC systems. Moreover, the

phenomenal success of transformer-based pre-trained languagemodels, e.g., BERT [48],

RoBERTa [83] and XLNet [141], have further escalated the rate at which the field of

neural MRC was progressing. Interestingly, the perception towards the task has evolved

from being a question answering (QA) task over a closed piece of text into an integral

component of modern AI systems, such as machine reading at scale systems that adopt

the Retriever-Reader architecture [39], [40], [140], [148], which we have also adopted

for developing our closed-domain QA system on the Holy Qur’an.

This chapter is composed of two main parts. The sections in the first part cover

the procedure of further pre-training an AraBERT-based [23] model using a Classical

Arabic dataset, prior to applying a pipelined fine-tuning procedure using twoMSAMRC

datasets, in addition to our QRCD dataset to constitute our CL-AraBERT reader. The

sections in the second part of this chapter are dedicated to the experimental evaluation

of the CL-AraBERT reader, where we describe the experimental setup, then present the

evaluation results and discuss them and their implications in the context of addressing

three of the research questions in this dissertation.
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5.1. Developing CL-AraBERT

Unsupervised transfer learning through pre-trained language models (LM) for

text representation has been proven to be very effective in advancing various NLP

tasks, especially for low-resourced languages [48]. This is mainly attributed to the

unsupervised (or self-supervised) nature of LM pre-training, the ubiquitous presence of

unlabelled text to train on, and the advent of transformer-based models such as GPT

[109] and BERT [48] among others.

For our reading comprehension task on the Holy Qur’an, we note that the doc-

ument collection of QRCD is in Classical Arabic (CA), whereas the questions are

expressed in Modern Standard Arabic (MSA). This allows us to cast our task as a super-

vised cross-lingual transfer task, where the question is in one language (MSA) and the

context/passage (from which the answer(s) are extracted) is in another language (CA).

Although there are some similarities between CA and MSA, CA is relatively

different; therefore we expect that a language model that is pre-trained in CA will be

a better fit for our purpose than a language model that is pre-trained in MSA (i.e.,

using MSA resources only), such as AraBERT [23]. To achieve that, we have adapted

AraBERT by further pre-training it using CA resources to introduce CL-AraBERT.

Our decision not to pre-train a BERT model from scratch using CA resources only, was

driven by two factors: (i) to achieve a better cross-lingual transfer betweenMSA and CA,

as the questions are in MSA; and (ii) to exploit the existing similarity between MSA and

CA with respect to morphology and syntax characteristics. To adapt CL-AraBERT for

our reading comprehension task, we then fine-tune it as a reader using twoMRC datasets

in MSA by Mozannar, Maamary, El Hajal, et al. [97], prior to further fine-tuning the

reader model using the QRCD dataset. As such, we have overcome the lack of MRC
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datasets in CA and the modest size ofQRCD, and more importantly, attempted to bridge

the gap between the questions being in MSA and the answers being in Qur’anic CA.

For developing CL-AraBERT, we have followed the same pre-training and fine-

tuning procedures adopted in developing BERT [48] and AraBERT models. In Sec-

tion 5.1.1, we describe the pre-training dataset and the cleaning and pre-processing

procedures adopted. This is followed by a detailed description of the pre-training and

fine-tuning procedures of CL-AraBERT in Sections 5.1.2 and 5.1.3, respectively.

5.1.1. Classical Arabic Data for Pre-training

Devlin, Chang, Lee, et al. [48] have primarily released pre-trained monolingual

BERTmodels for the English and Chinese languages, in addition to amultilingual model

(mBERT) that was pre-trained using more than 100 languages, among which was the

Arabic language. With the limited data and vocabulary representation for Arabic in

multilingual BERT, Antoun, Baly, and Hajj [23] introduced AraBERT by pre-training

a monolingual BERT model for the Arabic language using two publicly available large

Arabic news corpora: (i) the Arabic Corpus of 1.5 billion words by El-Khair [70], and

(ii) the OSIAN corpus by Zeroual, Goldhahn, Eckart, et al. [147]. As such, all their

pre-training data resources were in MSA. The size of their final pre-training dataset was

∼24GB with about 3B words. Two versions of AraBERT were released, AraBERTv0.1

and AraBERTv1. The main difference between the two versions is that the words of

the dataset used to pre-train AraBERTv1 were segmented using the Farasa tool [3] into

stems, prefixes and suffixes. After learning the vocabulary using a BERT-compatible

tokenizer, the final size of the vocabulary amounted to 64k tokens for both, AraBERTv0.1

and AraBERTv1, of which 4k tokens were unused to cater for learning additional tokens
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if further pre-training is to be conducted [23]. We have chosen to use AraBERTv0.1.

As AraBERT was pre-trained using MSA resources only, we used the OpenITI

corpus [114] as the main resource for Classical Arabic to further pre-train AraBERT; we

called the adapted model CL-AraBERT. We have used the OpenITI version 2019.1.1,1

which is a machine-readable historical corpus of Arabic texts written between the

years 1-1340 Hijri. We selected Arabic texts from two of OpenITI’s main sources;

namely, Al-Maktaba Al-Shamela2 and Al-Jami’ Al-Kabir,3 both of which are large

digital libraries of pre-modern and modern Arabic texts. The texts span a wide range

of genres including Tafseer (Qur’an exegesis), Hadith, Fiqh (Islamic jurisprudence),

Aqeedah (creed), literature, poetry, among others.

Extensive cleaning and preprocessing was conducted on the selected OpenITI

documents because we used a raw version of the OpenITI v2019.1.1 text, which was

tagged using OpenITI mARkdown.4 It is a simple system for tagging structural, mor-

phological, and semantic elements embedded in the OpenITI text. We also applied

the same preprocessing adopted by AraBERT. The final size of the pre-training dataset

amounted to about 1.05B words.

5.1.2. Pre-training CL-AraBERT

We followed the same pre-training setup and procedure adopted for building

BERTBASE. The model architecture is composed of 12 transformer layers/blocks, a

hidden size of 768, and 12 self-attention heads with a total of 110M parameters to

1https://zenodo.org/record/3082464#.YQR_Y44zaMo
2https://shamela.ws/
3According to this link https://alraqmiyyat.github.io/OpenITI/, texts coming fromAl-Jami’

Al-Kabir have been published on an external HDD and are not available online. The meta data at the
beginning of each document in the OpenITI corpus explicitly specifies the source from which it was
obtained.

4https://maximromanov.github.io/mARkdown/
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further pre-train.

With the OpenITI pre-training dataset ready, the next step was to use it to

learn the vocabulary of the CL-AraBERT model using a tokenizer that is compatible

with the WordPiece tokenizer5 used in BERT to learn the vocabulary and generate

the WordPiece embeddings [137]. We applied the Hugging Face implementation of

the BERT WordPiece tokenizer. The new vocabulary was then merged (excluding

duplicates) with the original vocabulary that was initially publishedwithAraBERTv0.1,6

such that the new vocab tokens replaced [UNUSED] placeholder tokens. The total

number of vocab tokens remained at 64k.

Naturally, we adopted the same input representations and definitions used by

BERT/AraBERT. In [48], a “sentence” was defined as any span of consecutive text

(rather than a usual linguistic sentence), and a “sequence” was defined as the input token

sequence to BERT. We constructed each input sequence by packing the WordPiece

tokens of pairs of sentences (A and B) selected from the pre-training dataset as one

single sequence, which we separate by the special [SEP] token. In addition, a [CLS]

token and another [SEP] token were concatenated to the beginning and end of the input

sequence, respectively. Then the learned embeddings for each sentence were added

to the respective tokens in the input sequence. Lastly, learned position embeddings

that represent the position of the token in the input sequence was added to each token.

As such, the input representation of each token was constructed by adding up three

embeddings, the WordPiece token embedding, the sentence embedding that the token

belongs to, and the position embedding.

Starting from the trained checkpoints of AraBERTv0.1, we further pre-trained

5https://github.com/huggingface/tokenizers/tree/master/bindings/python/py_
src/tokenizers/implementations

6https://github.com/aub-mind/arabert/tree/master/arabert
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the model using two unsupervised tasks: theMasked Language Model task (MLM), and

the Next Sentence Prediction (NSP) task. Both tasks were applied following the same

procedure in BERT/AraBERT.

The MLM task was applied by randomly masking 15% of the WordPiece tokens

in the input sequence to AraBERT. In this way, bidirectional learning was enforced

because the objective is to predict the original vocabulary id of the masked token

conditioned on its left and right contexts. It is important to note that masking of

tokens happens only during pre-training and not during fine-tuning, which may create a

mismatch because the [MASK] token is only seen during pre-training and never during

fine-tuning. To alleviate the effect of this mismatch, a heuristic was adopted to have the

training data generator replace the masked tokens with: (i) any random token 10% of

the time, (ii) the original token 10% of the time, and (iii) the [MASK] token 80% of the

time [23], [48].

As for theNSP task, the training exampleswere trivially constructed by randomly

selecting and pairing two consecutive sentences as positive examples 50% of the time,

and non-consecutive sentences as negative examples for the remaining 50%. The

importance of the next sentence prediction task lies in training the model to identify

relationships between sentences, which is especially important for downstream tasks

such as question answering and natural language inference [23], [48].

We pre-trained CL-AraBERT on a cloud TPUv3-8 for 440k steps, which is

approximately equivalent to 27 epochs over the pre-training dataset of ∼1.05B words.

For the first 315k steps, we trained on input sequences of 128 tokens with a batch size

of 512 examples. As for the remaining 125k steps, we trained on input sequences of

512 tokens with a batch size of 128 examples. The random seed and duplication factor
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were kept at 34 and 10, respectively (as set by Antoun, Baly, and Hajj). We used Adam

with a learning rate of 2e-5, as opposed to the smaller learning rate of 1e-4 used to

pre-train AraBERT from scratch.7 Transforming the sharded pre-training dataset into

TFRecords consumed 44 hours on a virtual machine with 8 vCPUs and 52 GB memory,

while pre-training CL-AraBERT consumed ∼29 hours on the cloud TPU.

5.1.3. Fine-tuning CL-AraBERT

As the questions in QRCD include multi-answer questions that typically have

two or more answer components, each of which constitutes a different answer span from

the same passage, we formulate the span prediction task as a ranking problem. The

reader should return a list of the best-predicted answers or answer components ranked

by their probability scores.

Since the size of QRCD is relatively modest (Table 3.2), we leverage cross-

lingual transfer learning by using the Arabic SQuAD and ARCD question answering

datasets by Mozannar, Maamary, El Hajal, et al. [97] in fine-tuning CL-AraBERT,

prior to fine-tuning the model using QRCD. The Arabic SQuAD is a Google translated

segment of the English SQuAD v1.1 dataset to Arabic (in MSA); it comprises 48.3k

QA pairs that were translated with their corresponding articles. The ARCD dataset is

composed of 1,395 question-passage-answer tuples in MSA as well; we only used the

training split of the dataset for training (695 tuples).

The input representation for fine-tuning is very similar to pre-training, where

the tokens of each question and passage are packed as one single sequence separated

by the [SEP] token. A [CLS] token and another [SEP] token are also concatenated to

the beginning and end of the sequence, respectively. Similar to pre-training, the input

7https://github.com/google-research/bert#pre-training-tips-and-caveats
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representation of each token was constructed by adding up its WordPiece embedding,

the question or passage embedding that the token belongs to, and finally the token’s

position embedding.

Fine-tuning was effected by introducing two vectors, a start vector S and an end

vectorE. To find the best prediction for an answer span, the probability of a word i being

the start of the answer span was computed as the dot product between the start vector

S and the output token embedding for the word i (as captured from the last transformer

hidden layer). The dot product was then softmaxed over all the words in the passage.

Likewise, the probability of a word j being the end of the answer span was computed in a

similar way but using the end vectorE [48]. Invalid span predictions were ignored, such

as predicting an end token position that precedes a start token position, or predicting a

start/end token position in the question part of the input/output sequence. Spans with

top scoring probabilities were returned as a ranked list of predicted answers (or answer

components) for the given question. The training objective was to minimize the sum of

the softmax cross entropy loss for predicting the start and end token positions. Further

details about the fine-tuning procedure are described in the context of subsection 5.2.1.

5.2. Experimental Evaluation of the Reader

In this section, we describe the setup of our experiments, then present the eval-

uation results (adopting the passage-scope for evaluation described in Section 3.2.3.4)

and discuss them and their implications in the context of addressing the three research

questions listed below in black. This is followed by a performance analysis of the best

performing model, in which we discuss some failure and success examples to draw

insight into future directions to address the identified challenges.
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RQ1: Would expanding the Qur’anic passages with their corresponding Qur’an related

MSA resources help the retriever in bridging the gap between the questions in

MSA and their answer-bearing Qur’anic passages?

RQ2: Does further pre-training with Classical Arabic improve the performance over

the MSA-only pre-trained model?

RQ3: Would it be enough to exclusively rely on transfer learning from MSA to CA in

fine-tuning the readers without the need for MRC datasets in Classical Arabic?

RQ4: Adopting the passage-scope for evaluation, howdoes the fine-tunedCL-AraBERT

reader perform on multi-answer questions vs. single-answer questions?

RQ5: Adopting the the Qur’an-scope for evaluation, how does the end-to-end QA

system perform on multi-answer questions vs. single-answer questions?

RQ6: Is a native BERT-based model architecture fine-tuned as an extractive MRC

reader sub-optimal for QA and MRC tasks over multi-answer questions?

5.2.1. Experimental Setup

Data Splits. We have adopted two experimental setups to perform our evaluation

experiments. In the first setup, denoted as the holdout setup, we randomly split the

questions (or, more-precisely, question-passage pairs) in QRCD into training (75%) and

testing or holdout (25%) sets, as shown in Table 5.1. Adopting the passage-scope, the

holdout dataset is composed of 348 question-passage-answer triplets, 227 of which are

for single-answer questions and the remaining 121 are for multi-answer questions. In the

second setup, denoted as the cross validation (or CV) setup, we conduct a 5-fold cross

validation to better evaluate the general performance of our model on unseen questions.
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Table 5.1. Distribution of question-passage-answer triplets in QRCD (adopting
passage-scope).

Dataset
# Question-Passage

Pairs

# question-passage-answer triplets

All

Questions

Single-answer

Questions

Multi-answer

Questions

All 1093 1337 949 388

Training 819 989 722 267

Test / Holdout 274 348 227 121

Naturally, two different random seeds were used to generate the holdout split and the CV

folds. All experiments were implemented and evaluated using both setups. We elected

to only release the training set of the dataset (i.e., the 75% of the entire dataset) and

not the heldout set, to allow for leader-board evaluation using the holdout set, and for

organizing a shared task using both, the training and holdout sets.8

Preprocessing. To adapt the QRCD dataset to the CL-AraBERT model (or any

other BERT-like model), every split/fold of the dataset to be used for fine-tuning was

preprocessed such that a question-passage-answer triplet was created for each answer

span. For SQuAD v1.1, Rajpurkar, Zhang, Lopyrev, et al. [111] did not need to conduct

this preprocessing step prior to fine-tuning/training because their dataset did not include

multi-answer questions, and the answer spans for each question were variants of the

same answer that may exclude/include non-essential phrases.

Evaluation Issues. To account for any relative high variation in the reported

performance across folds in the CV setup, we merged the evaluation scores of the

question-passage-answer triplets in each of the five test folds, before reporting their

8https://sites.google.com/view/quran-qa-2022
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average over all questions in each fine-tuning experiment/run. For all fine-tuning ex-

periments, we trained for 4 epochs using a learning rate of 3e-5 and a batch size of 32

examples. Each of the fine-tuning runs was performed five times with a different random

seed for each run in both setups. Then the median performance among the five runs was

reported per evaluation metric over all questions. As indicated in Section 3.2.3, Partial

Average Precision (pAP) was the rank-based measure used for evaluating multi-answer

and single-answer questions, whereas F1@1 and EM were the set-based measures used

for evaluating single-answer questions only.

Arabic Prefixes Arabic Stop Words 

 

ف، ب، ك، ل، ال، للو،   

    

 

إ��، عن، ع��، ��، ح�ىمن،   

 
Figure 5.1. The Arabic prefixes and stopwords removed before comparing the
predicted and gold answers during evaluation.

We note that before applying the partial matching procedure described in Sec-

tion 3.2.3.1 during evaluation, the Farasa tool [3] was used to identify and remove

prefixes from the predicted and gold answers. Removing punctuation and very common

stopwords was then applied as an additional preprocessing step. This was essential to

avoid mismatch due to the prefixes being included or left out from the the beginning of

the gold answers during their extraction by the annotators. The prefixes and stopwords

that were removed are shown in Figure 5.1.

Fine-tuning Setups. To address the above research questions, we conduct a

pipelined fine-tuning procedure for bothAraBERTandCL-AraBERTmodels using three

training MRC datasets. The MSA datasets used in fine-tuning include the translated

Arabic-SQuAD and the ARCD-train datasets which are composed of 48.3k and 693
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question-passage-answer triplets, respectively. Overall, we have 3 different fine-tuning

setups.

• fine-tuning on MSA datasets only

• fine-tuning on QRCD only

• fine-tuning on MSA datasets followed by further fine-tuning on QRCD

For ease of reference to these models, we append the term “qrcd”, “msa” or “msa+qrcd”

as subscripted suffixes to indicate the datasets that were used in their fine-tuning. For

example, AraBERTmsa+qrcd is the fine-tuned model using the two MSA datasets (Arabic

SQuAd and ARCD) followed by the QRCD dataset.

5.2.2. Results and Discussion

Tables 5.2 and 5.3 present the evaluation results of the AraBERT and CL-

AraBERT models over the QRCD dataset in the two different setups. In the subsections

below, we have compared and analyzed the differences in the evaluation results after

testing their statistical significance using the paired Student-t test at a confidence level

of 95%.

5.2.2.1. Comparing performance of CL-AraBERT to AraBERT (RQ2)

We start by addressing RQ2, which is concerned with observing the effect of

further pre-training the MSA pre-trained model with Classical Arabic data. Table 5.2

presents the overall performance of both models over the QRCD dataset in the different

setups.

The results reveal two interesting observations. First, we notice that all versions

of the fine-tuned classicalmodels attained higher pAP scores than their counterAraBERT
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Table 5.2. Results of the fine-tuned CL-AraBERT and AraBERT readers on the QRCD
dataset. The suffixed subscripts to each model name indicate the dataset(s) used in its
fine-tuning. For brevity, the subscript “msa” refers to the combined Arabic-SQuAD
and ARCD datasets, and “qrcd” to QRCD. In each setup, differences between the
scores annotated with the same model reference letter are statistically significant. Best
results are boldfaced for each experimental setup.

Model
Fine-tuning

Datasets

Holdout Setup CV Setup

pAP@10 pAP@10

(a) AraBERTmsa MSA 39.96cdf 34.67bcdef

(b) AraBERTqrcd QRCD 36.75cdef 42.15acdef

(c) AraBERTmsa+qrcd MSA+QRCD 45.37abef 49.53abdef

(d) CL-AraBERTmsa MSA 47.26abe 39.51abcef

(e) CL-AraBERTqrcd QRCD 40.66bcdf 44.88abcdf

(f) CL-AraBERTmsa+qrcd MSA+QRCD 51.49abce 53.28abcde

models that were fine-tuned in the same way. The differences between these scores were

all statistically significant. For example, CL-AraBERTmsa attained a lead of 7.3 and 4.8

points on its pAP scores over AraBERTmsa in the holdout and CV setups, respectively

(Table 5.2). This finding suggests that the classical model consistently outperforms

the other non-classical one on the QRCD dataset when both models undergo the same

fine-tuning procedure. As such, we can affirm that such improvements in performance

are mainly attributed to the further classical pre-training using a large segment from the

Classical Arabic corpus OpenITI [114].

Second, among all models, CL-AraBERTmsa+qrcd attained the best pAP scores

in the two experimental setups, achieving an improvement of 6.1 and 3.8 points over

AraBERTmsa+qrcd in the hold-out and the CV setups, respectively. This shows the

importance of fine-tuning using both non-classical and classical MRC training sets
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along side the classical pre-training. We address this further in the next section.

5.2.2.2. Transfer learning from MSA to Classical Arabic (RQ3)

We address the third research question (RQ3), that is concerned with observ-

ing the gains in performance due to cross-lingual transfer learning, by comparing the

performance of the pre-trained models that are fine-tuned using both QRCD and MSA

datasets with the models that are fine-tuned using only one of them.

We start by comparing the performance ofAraBERTqrcd reader to theAraBERTmsa+qrcd

reader. The latter model attained better pAP scores than the former by 8.6 and 7.4 points

in the holdout and CV setups, respectively (Table 5.2). Similar improvements were also

witnessed by CL-AraBERTmsa+qrcd in comparison to CL-AraBERTqrcd as shown in Ta-

ble 5.2. These statistically significant differences over the pAP evaluation scores are

considered gains in performance, which were conquered due to fine-tuning using the

relatively large reading comprehension MSA dataset. The Arabic SQuAD dataset pro-

vided 48.3k question-passage-answer triplets, while the ARCD-train dataset provided

another 693 triplets as training examples [97].

However, relying exclusively on MRC datasets in MSA only (without MRC

datasets in Classical Arabic) may not be sufficient for our MRC task on the Holy Qur’an.

Comparing the performance of AraBERTmsa+qrcd and CL-AraBERTmsa+qrcd with their

counter models that were exclusively fine-tuned using the two MSA datasets, has re-

vealed this gap, especially in the CV setup. AraBERTmsa+qrcd outperformedAraBERTmsa

by ∼14.9 points on its pAP score (Table 5.2). Likewise, CL-AraBERTmsa+qrcd outper-

formed CL-AraBERTmsa by∼13.8 points on its pAP score (Table 5.2). The pAP scores

in the holdout setup have also revealed this difference in performance, but with a lesser

102



extent.

While the performance using MSA-only datasets is fair, the above findings

demonstrate the impact of the QRCD dataset (as a Classical Arabic resource) in boost-

ing performance of classical and non-classical models, despite its relatively modest size

of 1,337 question-passage-answer triplets. They also suggest that MSA resources can

be used in transfer learning to enhance the performance of MRC tasks on the Holy

Qur’an, but it would be essential to complement them with Classical Arabic resources

as well to attain better performance. Any gains due to transfer learning could be mainly

attributed to the existing similarity between MSA and Classical Arabic with respect to

morphology and syntax characteristics. Nevertheless, Classical Arabic remains richer

in lexis [121], despite the contemporary western words that found their way into MSA

through translation or transliteration.

5.2.2.3. Performance across question types (RQ4)

With 14% of the question-passage pairs in QRCD comprising two or more an-

swers (according to the passage-scope), it was imperative to address our fourth research

question regarding the performance of CL-AraBERT over multi-answer questions in

comparison to single-answer questions.

Table 5.3 presents the comparison in terms of all possible measures over both

experimental setups. It is clearly noted that, in both setups, all the fine-tuned models

performed better, in terms of pAP , on single-answer questions in comparison to multi-

answer questions. This is not very surprising given that the majority of the training

examples inQRCD and all the training examples in the two MSA datasets are for single-
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Table 5.3. Results of the fine-tuned CL-AraBERT and AraBERT readers across
question types in the QRCD dataset. The letters “S” and “M” correspond to
“single-answer” and “multi-answer” questions, respectively. In each column,
differences between the scores annotated with the same model reference letter are
statistically significant. Best results are boldfaced in each experimental setup.

Model
Qst.

Type

Holdout Setup Cross-Validation Setup

F1@1 EM pAP@10 F1@1 EM pAP@10

(a) AraBERTmsa S 38.72f 11.50cf 41.90cdf 32.59bcdef 10.22bcdef 35.41bcdef

M 27.50df 30.16bcdef

(b) AraBERTqrcd S 30.89cdf 11.50cdf 37.77cdf 37.55acef 19.28acdf 42.74acef

M 31.96f 37.3acf

(c) AraBERTmsa+qrcd S 41.99be 18.14ab 47.45abe 45.84abde 26.84abde 50.42abdef

M 37.66 45.01abde

(d) CL-AraBERTmsa S 45.68be 19.03b 48.97abe 36.98acef 14.59abcef 40.18acef

M 37.47af 34.56acf

(e) CL-AraBERTqrcd S 34.85cdf 15.49f 41.40cdf 40.94abcdf 21.19acdf 45.61abcdf

M 35.76f 40.25acf

(f) CL-AraBERTmsa+qrcd S 47.25abe 23.89abe 52.44abce 49.68abde 28.01abde 53.97abcde

M 47.53abde 47.40abde

answer questions. Moreover, multi-answer questions are naturally more challenging,

hence typically harder. Again, CL-AraBERTmsa+qrcd was the pioneer in outperform-

ing all the other models on both question types by attaining the highest pAP , F1@1

and EM scores. Its pAP scores on single-answer questions were better than those on

multi-answer questions by 4.9 points in the holdout setup, and 6.6 points in the CV setup.
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In general, we note that the range of the EM scores, in comparison to the

F1@1 and pAP scores in Table 5.3, was the lowest (ranging from 10.22 to 28.01

points), while the range of the F1@1 scores was relatively higher (ranging from 30.89 to

49.68). This makes the range of the pAP scores the highest (ranging from 27.50 53.97).

This finding suggests that the pAP evaluation measure could be the most sensitive

to improvement/deterioration in performance because it is rank-based and inherently

sensitive to partial/exact matches, which in turn makes it less stringent than the EM and

F1@1 set-based measures. The latter two measures are considered stringent because

they only consider the top prediction in the evaluation, with F1@1 more lenient as it

rewards partial matching.

5.2.2.4. Performance Analysis of the Reader

 

Qur’anic Passage    الفقرة القرآنية 

ذِينَ ٱ
َّ
بِعُونَ  ل

َّ
سُولَ ٱيَت ِ�ىَّ ٱ لرَّ ىَّ ٱ لنَّ مِّ

ُ ْ
ذِىٱ لأ

َّ
ھُ  ل

َ
تُوً�ا عِندَهُمْ ِ��  ۥيَجِدُون

ْ
وْرَىٰةِ ٱمَك نجِيلِ ٱوَ  لتَّ ِ

ْ
 لإ

مُرُهُم بِ 
ْ
عْرُوفِ ٱيَأ

َ ْ
رِ ٱوََ�ْ�َ�ٰ�ُ�مْ عَنِ  لم

َ
نك

ُ ْ
هُمُ  لم

َ
تِ ٱوَُ�حِلُّ ل

ٰ
بَ يِّ

َّ
ْ�ِ�مُ  لط

َ
 ٱوَُ�حَرِّمُ عَل

َ
ئِث

بَٰٓ
َ

خ
ْ

وََ�ضَعُ عَْ�ُ�مْ  �

لَ ٱإِصْرَهُمْ وَ 
َٰ
ل

ْ
غ

َ ْ
ِ�ىٱ لأ

َّ
  ل

َ
ان

َ
� 

َ
ْ�ِ�مْ ف

َ
ذِينَ ٱتْ عَل

َّ
 بِھِ  ل

۟
صَرُوهُ  ۦءَامَنُوا

َ
رُوهُ وَن  ٱوَ وَعَزَّ

۟
بَعُوا ورَ ٱ تَّ ذِىٓ ٱ لنُّ

َّ
 ل

نزِلَ مَعَھُ 
ُ
ئِكَ هُمُ  ۥٓأ

َٰٓ
و۟ل

ُ
فِْ�حُونَ ٱأ

ُ ْ
لْ . لم

ُ
َ�ا  ق ُّ�

َ
أ

ٰٓ
اسُ ٱيَ ى رَسُولُ  لنَّ ِ

ّ
ِ ٱإِ�

َّ
مْ جَمِيعًا  �

ُ
يْك

َ
ذِىٱإِل

َّ
ھُ  ل

َ
كُ  ۥل

ْ
مُل

تِ ٱ
ٰ

وَ مَٰ رْضِ ٱوَ  لسَّ
َ ْ
 هُوَ يُْ�ِ�  لأ

َّ
ھَ إِلا

َٰ
 إِل

ٓ َ
 بِ  ۦلا

۟
امِنُوا

�
ـ
َ
ِ ٱوَُ�مِيتُ ف

َّ
ِ�ىِّ ٱوَرَسُولِھِ  � ىِّ ٱ لنَّ مِّ

ُ ْ
ذِىٱ لأ

َّ
يُؤْمِنُ  ل

ِ ٱبِ 
َّ

تِ  � لِمَٰ
َ
بِعُوهُ ٱوَ  ۦھِ وَ� مْ َ�ْ�تَدُونَ  تَّ

ُ
ك

َّ
عَل

َ
 .ل

 ما الدلائل ع�� أن القرآن ليس من تأليف سيدنا محمد (ص)؟ :السؤال

Question: What is the evidence that the Qur’an was not authored by 

prophet Muhammad (PBUM)? 

Predicted Answers Gold Answers 

 بِ  •
۟
امِنُوا

�
ـ
َ
ِ ٱف

َّ
ِ�ىِّ ٱوَرَسُولِھِ  � ىِّ ٱ لنَّ مِّ

ُ ْ
ذِىٱ لأ

َّ
 ل

ِ ٱيُؤْمِنُ بِ 
َّ

تِ  � لِمَٰ
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 ۦھِ وَ�
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ُ ْ
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َّ
 ل

ِ ٱيُؤْمِنُ بِ 
َّ
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َّ
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َ
 ل

• … 

ذِينَ ٱ •
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بِعُونَ  ل

َّ
سُولَ ٱيَت ِ�ىَّ ٱ لرَّ  لنَّ

ىَّ ٱ مِّ
ُ ْ
ذِىٱ لأ

َّ
ھُ  ل

َ
تُوً�ا  ۥيَجِدُون

ْ
مَك

وْرَىٰةِ ٱعِندَهُمْ ِ��  نجِيلِ ٱوَ  لتَّ ِ
ْ

 لإ

 ٱوَ  •
۟
بَعُوا ورَ ٱ تَّ ذِىٓ ٱ لنُّ

َّ
نزِلَ مَعَھُ  ل

ُ
 ۥٓأ

 

Qur’anic Passage    الفقرة القرآنية 

ى  ىٰ مُو�ىَ �ىَ
َ
ا ق مَّ

َ
ل

َ
جَلَ ٱف

َ ْ
هْلِھِ  لأ

َ
سَ مِن جَانِبِ  ۦٓوَسَارَ بِأ

َ
 ٱءَا�

ُّ
هْلِھِ  ورِ لط

َ
الَ لأِ

َ
ارًا ق
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۟
وٓا

ُ
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ُ
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نَ  وَةٍ مِّ
ْ
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ُ
ٓ� ءَاتِيك ِ

ّ
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ُ
ل
َ
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مْ ت

ُ
ك

َّ
عَل

َ
 . ل

ٓ
ا مَّ

َ
ل
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ٰ�َ�ا نُودِىَ  ف

َ
ت

َ
أ

طِئِ 
َٰ

وَادِ ٱمِن ش
ْ
يْمَنِ ٱ ل

َ ْ
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ْ
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َ
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ٰ
�َ
ُ ْ
جَرَةِ ٱمِنَ  لم ا  ل�َّ

َ
ن

َ
ىٓ أ ِ

ّ
ىٰٓ إِ� مُو�ىَ

ٰ
ن يَ

َ
ُ ٱأ

َّ
مِ�نَ ٱرَبُّ  �

َ
ل

ٰ
عَ

ْ
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نْ وَ 
َ
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َّ
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ٓ
َ�ا جَا َّ�

َ
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� ُّ�

َ
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َ
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ْ
ل

َ
  أ

ْ
ف

َ
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ْ
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ُ
ْ�ِ� سُوٓءٍ يَدَكَ ِ�� جَ  سْل

َ
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ٓ
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ْ
خ

َ
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ٰ� فِرْعَوْنَ وَمَلإ
َ
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۟
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َ
ُ�مْ �  . إِ�َّ

 ما �� م�جزات الن�ي مو�ىى عليھ السلام؟ :السؤال

Question: What were the miracles of the prophet Moses (PBUH)?  

 

Predicted Answers Gold Answer 
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(a) (b) 

 

Figure 5.2. A failure example (a) and a semi-failure example (b) of multi-answer
questions. The first was incorrectly answered and the second was partially answered by
CL-AraBERTmsa+qrcd.

In this section, we discuss and present several failure and success examples (in

Figures 5.2 through 5.5) in an attempt to understand the weaknesses and strengths of
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Qur’anic Passage    الفقرة القرآنية 

نَا 
ْ
يْلَ ٱوَجَعَل

َّ
َ�ارَ ٱوَ  ل   ل�َّ

َ
 ءَايَة

ٓ
ا

َ
مَحَوْن

َ
يْلِ ٱءَايَتَْ�نِ ف

َّ
  ل

َ
 ءَايَة

ٓ
نَا

ْ
َ�ارِ ٱوَجَعَل ن  ل�َّ  مِّ

ً
ضْلا

َ
 ف

۟
وا

ُ
تَبْتَغ ِ

ّ
 ل

ً
مُبْصِرَة

 عَدَدَ 
۟
مُوا

َ
مْ وَلِتَعْل

ُ
ك ِ�ّ

نِ�نَ ٱرَّ حِسَابَ ٱوَ  لسِّ
ْ

�  
ً

فْصِيلا
َ
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ٰ
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ْ
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َ
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َ
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ُ
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ُ
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َٰٓ
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ٰ
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ْ
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َ
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ٰ
ِ��  ۥإِ�سَ
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ْ
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ْ
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َ
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ْ
بًا يَل

ٰ
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ْ
رَأ

ْ
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َ
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ٰ
يَوْمَ ٱكِتَ

ْ
يْكَ حَسِيبًا ل

َ
 عَل

نِ  مَا َ�ْ�تَدِى لِنَفْسِھِ  هْتَدَىٰ ٱ مَّ إِنَّ
َ
إِنَّ  ۦف

َ
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ُ
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ْ
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ُ
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ٌ
زِرُ وَازِرَة

َ
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َ
ْ�َ�ا وَلا

َ
مَا يَضِلُّ عَل
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َ

بْعَث
َ
ىٰ ن بِ�نَ حَ�َّ ِ

ّ
 . مُعَذ

ٓ
ا

َ
ْ�َ�ا  وَِ�ذ

َ
حَقَّ عَل

َ
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۟
فَسَقُوا
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ْ
ا مُ�

َ
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َ
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َ
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ٓ
ا

َ
رَدْن

َ
وْلُ ٱأ

َ
ق

ْ
 ل

دْمِ�ً�ا
َ
َ�ا ت

ٰ
رَْ� دَمَّ

َ
مْ وَ . ف

َ
نَا مِنَ  ك

ْ
ك

َ
هْل

َ
قُرُونِ ٱأ

ْ
نُوبِ عِبَادِهِ  ل

ُ
كَ بِذ فَىٰ بِرَّ�ِ

َ
ا بَصِ�ً�ا ۦمِنۢ َ�عْدِ نُوحٍ وَك بِ�ً�ۢ

َ
  .خ

 ؟: إن �ان الله قدر ع�� أفعا�� فلماذا يحاسب�يالسؤال

Question: If God decreed my actions, why would He hold me accountable? 

Predicted Answers Gold Answer 

لَّ  •
ُ
ِ�َ�هُ  وَ�

َٰ
ھُ ط

ٰ
زَمْنَ

ْ
ل

َ
نٍ أ

ٰ
 ۦِ�� عُنُقِھِ  ۥإِ�سَ

لَّ  •
ُ
ِ�َ�هُ  وَ�

َٰٓ
ھُ ط

ٰ
زَمْنَ

ْ
ل

َ
نٍ أ

ٰ
رجُِ  ۦِ�� عُنُقِھِ  ۥإِ�سَ

ْ
وَنُخ

ھُ 
َ
مَةِ ٱيَوْمَ  ۥل قِيَٰ

ْ
ورًا ل

ُ
ىٰھُ مَنش

َ
ق

ْ
بًا يَل

ٰ
 كِتَ

نِ  • مَا َ�ْ�تَدِى لِنَفْسِھِ  هْتَدَىٰ ٱ مَّ إِنَّ
َ
وَمَن  ۦف

إِنَّ 
َ
ْ�َ�اضَلَّ ف

َ
 مَا يَضِلُّ عَل

• .... 

لَّ  •
ُ
ِ�َ�هُ  �

َٰ
ھُ ط

ٰ
زَمْنَ

ْ
ل

َ
نٍ أ

ٰ
  ۦِ�� عُنُقِھِ  ۥإِ�سَ

نِ  • مَا َ�ْ�تَدِى لِنَفْسِھِ  هْتَدَىٰ ٱ مَّ إِنَّ
َ
 ۦف

 

Qur’anic Passage     القرآنيةالفقرة  

تِ 
َ
زِل

ْ
ا زُل

َ
رْضُ ٱإِذ

َ ْ
هَا لأ

َ
زَال

ْ
رَجَتِ . زِل

ْ
خ

َ
رْضُ ٱ وَأ

َ ْ
هَا لأ

َ
ال

َ
ق

ْ
ث

َ
الَ . أ

َ
نُ ٱ وَق

ٰ
�سَ ِ

ْ
هَا لإ

َ
 يَوْمَئِذٍ . مَا ل

بَارَهَا
ْ

خ
َ
 أ

ُ
ث نَّ . تُحَدِّ

َ
هَا بِأ

َ
وَْ�ٰ� ل

َ
كَ أ اسُ ٱيَصْدُرُ  يَوْمَئِذٍ . رَ�َّ هُمْ  لنَّ

َ
ل عْمَٰ

َ
 أ

۟
ُ�َ�وْا ِ

ّ
تَاتًا ل

ْ
ش

َ
 أ

 
َ
ْ�ً�ا يَرَهُ  مَنف

َ
ةٍ خ رَّ

َ
الَ ذ

َ
ق

ْ
ةٍ  مَنوَ . ۥَ�عْمَلْ مِث رَّ

َ
الَ ذ

َ
ق

ْ
ا يَرَهُ  َ�عْمَلْ مِث ر�

َ
 .ش

 ؟ھل أخبر القرآن عن الذرة :السؤال

Question: Did the Qur’an talk about the atom? 

Predicted Answers Gold Answer 

•  
َ
ْ�ً�ا يَرَهُ  مَنف

َ
ةٍ خ رَّ

َ
الَ ذ

َ
ق

ْ
. ۥَ�عْمَلْ مِث

ةٍ  مَنوَ  رَّ
َ
الَ ذ

َ
ق

ْ
ا يَرَهُ  َ�عْمَلْ مِث ر�

َ
 ش

•  
َ
ْ�ً�ا يَرَهُ  مَنف

َ
ةٍ خ رَّ

َ
الَ ذ

َ
ق

ْ
 ۥَ�عْمَلْ مِث

• .... 

ْ�ً�ا يَرَهُ  مَن •
َ

ةٍ خ رَّ
َ
الَ ذ

َ
ق

ْ
 ۥَ�عْمَلْ مِث

ةٍ  مَن • رَّ
َ
الَ ذ

َ
ق

ْ
ا يَرَهُ  َ�عْمَلْ مِث ر�

َ
 ش

 

 

(a) (b) 
 

Figure 5.3. Two success examples of multi-answer questions correctly answered by
CL-AraBERTmsa+qrcd.

the fine-tuned CL-AraBERTmsa+qrcd reader model (since it is the best performing model)

on the QRCD dataset. This performance analysis would provide insights towards future

directions to build on its strengths and address its weaknesses.

We recall that multi-answer and single-answer questions inQRCD comprise fac-

toid and non-factoid question types that include list, causal, definition, yes/no questions,

and beyond. Failure to answer some questions could be attributed to one or more of the

following challenges, though CL-AraBERTmsa+qrcd was able to overcome some of these

challenges for other questions, as demonstrated in the success examples:

(1) Evidence-based answers. While the literary style of the Qur’anic verses may

resonate very well with the answer types of factoid questions, they may not fully

comply with traditional natural language answers to non-factoid questions. This

would tend to make answering such questions more challenging. For example,

answer(s) to a yes/no question can only be drawn from Qur’anic verses that

provide evidence that asserts or negates that question. In general, answers
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Qur’anic Passage    الفقرة القرآنية 

وَتِھِ 
ْ

 وَِ�خ
َ

انَ ِ�� يُوسُف
َ
دْ �

َ
ق

َّ
ئِلِ�نَ  ۦٓل

ٓ
ا لسَّ ِ

ّ
تٌ ل

ٰ
 . ءَايَ

ْ
ا  إِذ بِينَا مِنَّ

َ
ٰ�ٓ أ

َ
حَبُّ إِ�

َ
وهُ أ

ُ
خ

َ
 وَأ

ُ
يُوسُف

َ
 ل

۟
وا

ُ
ال

َ
ق

 
ٌ
حْنُ عُصْبَة

َ
بِ�نٍ  وَن لٍ مُّ

َٰ
فِى ضَل

َ
ا ل

َ
بَان

َ
 ٱ. إِنَّ أ

۟
وا

ُ
تُل

ْ
وِ  ق

َ
 أ

َ
رَحُوهُ ٱيُوسُف

ْ
مْ وَجْھُ  ط

ُ
ك

َ
لُ ل

ْ
رْضًا يَخ

َ
أ

 مِنۢ َ�عْدِهِ 
۟
ونُوا

ُ
�

َ
مْ وَت

ُ
بِيك

َ
ِ�حِ�نَ  ۦأ

ٰ
وْمًا صَ

َ
الَ . ق

َ
قُوهُ ِ��  ق

ْ
ل

َ
 وَأ

َ
 يُوسُف

۟
وا

ُ
قْتُل

َ
 ت

َ
ْ�ُ�مْ لا ئِلٌ مِّ

ٓ
ا

َ
ق

بَتِ  يَٰ
َ
جُبِّ ٱغ

ْ
ھُ َ�عْضُ  �

ْ
تَقِط

ْ
ارَةِ ٱيَل يَّ عِلِ�نَ  لسَّ

َٰ
نتُمْ ف

ُ
 .إِن ك

 ؟ألقي سيدنا يوسف عليھ السلام �� ا�جبلماذا  :السؤال

Question: Why was the prophet Joseph (PBUH) thrown in a well?  

Predicted Answers Gold Answer 

الَ  •
َ
بَتِ  ق يَٰ

َ
قُوهُ ِ�� غ

ْ
ل

َ
 وَأ

َ
 يُوسُف

۟
وا

ُ
قْتُل

َ
 ت

َ
ْ�ُ�مْ لا ئِلٌ مِّ

ٓ
ا

َ
ق

جُبِّ ٱ
ْ

ھُ َ�عْضُ  �
ْ
تَقِط

ْ
ارَةِ ٱيَل يَّ عِلِ�نَ  لسَّ

َٰ
نتُمْ ف

ُ
 إِن ك

الَ  •
َ
بَتِ  ق يَٰ

َ
قُوهُ ِ�� غ

ْ
ل

َ
 وَأ

َ
 يُوسُف

۟
وا

ُ
قْتُل

َ
 ت

َ
ْ�ُ�مْ لا ئِلٌ مِّ

ٓ
ا

َ
ق

جُبِّ ٱ
ْ

ھُ َ�عْضُ  �
ْ
تَقِط

ْ
ارَةِ ٱيَل يَّ  لسَّ

ھُ َ�عْضُ  •
ْ
تَقِط

ْ
ارَةِ ٱيَل يَّ عِلِ�نَ  لسَّ

َٰ
نتُمْ ف

ُ
 إِن ك

• .... 

وهُ  •
ُ

خ
َ
 وَأ

ُ
يُوسُف

َ
 ل

۟
وا

ُ
ال

َ
ق

بِينَ 
َ
ٰ�ٓ أ

َ
حَبُّ إِ�

َ
حْنُ أ

َ
ا وَن ا مِنَّ

 
ٌ

 عُصْبَة

 

 

Qur’anic Passage    الفقرة القرآنية 

نَّ 
َ
رَ أ

َ
مْ ت

َ
ل

َ
َ ٱأ

َّ
ھُ  �

َ
حُ ل تِ ٱمَن ِ��  ۥُ�سَبِّ

ٰ
وَ مَٰ رْضِ ٱوَ  لسَّ

َ ْ
ْ�ُ� ٱوَ  لأ

َّ
ھُ  لط

َ
ت

َ
دْ عَلِمَ صَلا

َ
لٌّ ق

ُ
تٍ �

فَّٰ
ٰٓ
 ۥصَ

سْبِيحَھُ 
َ
ُ ٱوَ  ۥوَ�

َّ
ونَ  �

ُ
 بِمَا يَفْعَل

ۢ
ِ . عَلِيمٌ

َّ
كُ  وَِ�

ْ
تِ ٱمُل

ٰ
وَ مَٰ رْضِ ٱوَ  لسَّ

َ ْ
�  لأ

َ
ِ ٱوَِ��

َّ
صِ�ُ� ٱ �

َ ْ
مْ . لم

َ
ل

َ
نَّ  أ

َ
رَ أ

َ
ت

َ ٱ
َّ

 بَيْنَھُ  �
ُ

ف ِ
ّ
ل

َ
مَّ يُؤ

ُ
ھُ  ۥيُزِْ�� َ�حَابًا ث

ُ
مَّ يَجْعَل

ُ
َ�ى  ۥث

َ
�

َ
امًا ف

َ
وَدْقَ ٱرُ�

ْ
لِھِ  ل

َٰ
رُجُ مِنْ خِل

ْ
لُ مِنَ  ۦيَخ ِ�ّ

َ
وَُ�ن

ءِ ٱ
ٓ
مَا يُصِيبُ بِھِ  لسَّ

َ
ھُ  ۦمِن جِبَالٍ فِ�َ�ا مِنۢ بَرَدٍ ف

ُ
ءُ وََ�صْرِف

ٓ
ا

َ
ادُ سَنَا  ۥمَن َ�ش

َ
ءُ يَ�

ٓ
ا

َ
ن َ�ش عَن مَّ

هَبُ بِ  ۦبَرْقِھِ 
ْ

رِ ٱيَذ
ٰ
بْصَ

َ ْ
بُ . لأ ِ

ّ
ل

َ
ُ ٱ يُق

َّ
يْلَ ٱ �

َّ
َ�ارَ ٱوَ  ل وِ۟��  ل�َّ

ُ
ِ
ّ

 لأ
ً
عِْ�َ�ة

َ
لِكَ ل

َٰ
رِ ٱإِنَّ ِ�� ذ

ٰ
بْصَ

َ ْ
ُ ٱوَ . لأ

َّ
قَ  �

َ
ل

َ
خ

لَّ 
ُ
نِھِ �

ْ
ٰ� بَط

َ
ى عَ� ن يَمْ�ىِ مِْ�ُ�م مَّ

َ
ءٍ ف

ٓ
ا ن مَّ ةٍ مِّ بَّ

ٓ
ى  ۦ دَا ن يَمْ�ىِ ْ�نِ وَمِْ�ُ�م مَّ

َ
ٰ� رِجْل

َ
ى عَ� ن يَمْ�ىِ وَمِْ�ُ�م مَّ

قُ 
ُ
ل

ْ
رَْ�عٍ يَخ

َ
ٰ�ٓ أ

َ
ُ ٱعَ�

َّ
ءُ إِنَّ  �

ٓ
ا

َ
َ ٱمَا َ�ش

َّ
دِيرٌ  �

َ
ىْءٍ ق

َ
لِّ �ى

ُ
� �ٰ

َ
 .عَ�

 ؟القرآنهل تحدثت ا�حيوانات ��  :السؤال

Question: Did animals speak in the Qur’an? 

Predicted Answers Gold Answer 

ْ�ُ� ٱوَ  •
َّ
  لط

ةٍ  • بَّ
ٓ
 دَا

 ٱوَ  •
َّ
 لط

• ... 

ھُ  •
َ
حُ ل تِ ٱمَن ِ��  ۥُ�سَبِّ

ٰ
وَ مَٰ  لسَّ

رْضِ ٱوَ 
َ ْ
ْ�ُ� ٱوَ  لأ

َّ
تٍ  لط

فَّٰ
ٰٓ
صَ

ھُ 
َ
ت

َ
دْ عَلِمَ صَلا

َ
لٌّ ق

ُ
 ۥ�

سْبِيحَھُ 
َ
 وَ�

 

(a) (b) 

Qur’anic Passage    الفقرة القرآنية 

وْمِھِ 
َ
ٰ� ق

َ
ىٰٓ إِ� رَجَعَ مُو�ىَ

َ
مُ  ۦف

ُ
يْك

َ
الَ عَل

َ
ط

َ
ف

َ
مْ وَعْدًا حَسَنًا أ

ُ
ك مْ رَ�ُّ

ُ
مْ َ�عِدْك

َ
ل

َ
وْمِ أ

َ
ق

ٰ
الَ يَ

َ
سِفًا ق

َ
نَ أ

ٰ
ضَْ�

َ
عَهْدُ ٱغ

ْ
فْتُم ل

َ
ل

ْ
خ

َ
أ

َ
مْ ف

ُ
ك ِ�ّ

ن رَّ ضَبٌ مِّ
َ
مْ غ

ُ
يْك

َ
ن يَحِلَّ عَل

َ
مْ أ رَدتُّ

َ
مْ أ

َ
وْعِدِى أ  . مَّ

۟
وا

ُ
ال

َ
فْنَا مَوْعِدَكَ  ق

َ
ل

ْ
خ

َ
 أ

ٓ
مَا

ن زِ�نَةِ  وْزَارًا مِّ
َ
 أ

ٓ
نَا

ْ
ل ا حُمِّ كِنَّ

َٰ
كِنَا وَل

ْ
وْمِ ٱبِمَل

َ
ق

ْ
ى  ل

َ
ق

ْ
ل

َ
لِكَ أ

َٰ
ذ

َ
ك

َ
َ�ا ف

ٰ
�َ

ْ
ف

َ
ذ

َ
ق

َ
امِرِىُّ ٱف رَجَ . لسَّ

ْ
خ

َ
أ

َ
ھُ  ف

َّ
 جَسَدًا ل

ً
هُمْ ِ�جْلا

َ
  ۥل

َٰ
مْ وَِ�ل

ُ
هُك

َٰ
 إِل

ٓ
ا

َ
ذ

ٰ
 هَ

۟
وا

ُ
ال

َ
ق

َ
وَارٌ ف

ُ
ىَ خ �ىِ

َ
ن

َ
ىٰ ف  . ھُ مُو�ىَ

َ
لا

َ
ف

َ
 يَمْلِكُ  أ

َ
 وَلا

ً
وْلا

َ
ْ�ِ�مْ ق

َ
 يَرْجِعُ إِل

َّ
لا

َ
يَرَوْنَ أ

فْعًا
َ
 ن

َ
ا وَلا هُمْ ضَر�

َ
دْ . ل

َ
ق

َ
هُمْ  وَل

َ
الَ ل

َ
رُونُ ق

ٰ
تِنتُم بِھِ  هَ

ُ
مَا ف وْمِ إِنَّ

َ
ق

ٰ
بْلُ يَ

َ
مُ  ۦمِن ق

ُ
ك نُ ٱوَِ�نَّ رَ�َّ حْمَٰ   لرَّ

َ
بِعُوِ�ىٱف   تَّ

۟
طِيعُوٓا

َ
مْرِى وَأ

َ
 . أ

۟
وا

ُ
ال

َ
ىٰ  ق يْنَا مُو�ىَ

َ
ىٰ يَرْجِعَ إِل كِفِ�نَ حَ�َّ

ٰ
يْھِ عَ

َ
ْ��حََ عَل ن نَّ

َ
الَ . ل

َ
رُونُ �َٰ  ق مَا مَنَعَكَ  َ�ٰ

 
۟
وٓا

ُّ
يَْ�ُ�مْ ضَل

َ
 رَأ

ْ
 . إِذ

َّ
لا

َ
مْرِى  أ

َ
عَصَيْتَ أ

َ
ف

َ
بِعَنِ أ

َّ
ت

َ
الَ . ت

َ
ى  يَبْنَؤُمَّ  ق ِ

ّ
ىٓ إِ� �ىِ

ْ
 بِرَأ

َ
 بِِ�حْيَِ�ى وَلا

ْ
ذ

ُ
خ

ْ
أ

َ
 ت

َ
وِْ��لا

َ
بْ ق

ُ
رْق

َ
مْ ت

َ
ءِيلَ وَل

تَ بَْ�نَ بَِ�ىٓ إِسْرَٰٓ
ْ
ق رَّ

َ
قُولَ ف

َ
ن ت

َ
شِيتُ أ

َ
 .خ

Question: Who was the brother of prophet Moses (PBUH)? ؟عليھ السلام من هو اخو سيدنا مو�ىى :السؤال 

Predicted Answers Gold Answer 

رُونُ  •
ٰ

 not extracted from gold position)( هَ

امِرِىُّ ٱ •  لسَّ

ى •  مُو�ىَ

• ... 

رُونُ  •
ٰ

 هَ

 

 

(c) 

Figure 5.4. Three failure examples of single-answer questions that were not correctly
answered by CL-AraBERTmsa+qrcd. Text highlighted in blue is the reference expression
to the preceding antecedent highlighted in yellow.

to non-factoid questions are mostly evidence-based in the Holy Qur’an. For

the multi-answer question in Figure 5.2(a), the reader failed to return the two

answerswhich provide evidence that prophetMuhammad (PBUH) did not author

the Qur’an, while in Figure 5.3(a), it succeeded in returning the two evidence-

based answers to the challenging why question. Another failure example and

another success example related to this challenge are exhibited in Figure 5.4(b)

and Figure 5.3(b), respectively.

We note that some of the examples mentioned above (such as Figure 5.4(b) and

Figure 5.3(a)) may also demonstrate one or more of the challenges described in
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Qur’anic Passage    الفقرة القرآنية 

وَدَتْھُ 
ِ�ىٱوَرَٰ

َّ
فْسِھِ  ل تِ  ۦهُوَ ِ�� بَيِْ�َ�ا عَن نَّ

َ
ق

َّ
ل

َ
بَ ٱوَغ

ٰ
بْوَ

َ ْ
  لأ

َ
الَ مَعَاذ

َ
كَ ق

َ
تْ هَيْتَ ل

َ
ال

َ
ِ ٱوَق

َّ
� 

ھُ  ھُ  ۥإِنَّ وَاىَ إِنَّ
ْ
حْسَنَ مَث

َ
ىٓ أ  يُفِْ�حُ  ۥرَّ�ِ

َ
لِمُونَ ٱلا

َّٰ
دْ . لظ

َ
ق

َ
تْ  وَل ءَا  ۦبِھِ هَمَّ ن رَّ

َ
 أ

ٓ َ
وْلا

َ
وَهَمَّ ِ�َ�ا ل

ھِ  نَ رَّ�ِ
ٰ

 عَنْھُ  ۦبُرْهَ
َ

لِكَ لِنَصْرِف
َٰ

ذ
َ

وٓءَ ٱك ءَ ٱوَ  لسُّ
ٓ
ا

َ
فَحْش

ْ
ھُ  ل ا  ۥإِنَّ

َ
صِ�نَ ٱمِنْ عِبَادِن

َ
ل

ْ
خ

ُ ْ
� .

اٱوَ 
َ

بَق
َ
بَابَ ٱ سْت

ْ
مِيصَھُ  ل
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 ؟من هو الن�ي الذى دخل ال�جن :السؤال

Question: Who was the prophet that went to prison? 
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Q: What are the references to the brain or parts of the brain in the Qur’an? 
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Question: Who was the prophet that was known for patience? 

Predicted Answers Gold Answer 
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Figure 5.5. Three success examples of single-answer questions correctly answered by
CL-AraBERTmsa+qrcd. Text highlighted in blue represent reference expressions to the
respective preceding antecedents highlighted in yellow.

the next points below.

(2) Multi-verse reasoning. Many questions require multi-verse/sentence reasoning

and coreference resolution to extract the correct answer span. In Figure 5.4(a),

we speculate that our reader failed to correctly answer the why question be-

cause it requires multi-verse reasoning. Also, the presence of the common word

(“al-jub” in Arabic, which means “a well” in English) between the question and

the wrongly predicted answer could have provided a false clue. On the other

hand, the reader seems to have succeeded in applying multi-verse reasoning

and coreference resolution to answer the two factoid questions in Figures 5.5(a)

and 5.5(c), despite the relatively large distance between the antecedents (high-
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lighted in yellow) and the reference expressions (highlighted in blue) in the

respective Qur’anic passages; the distance reached 2 verses with ∼78 words for

the anaphoric (i.e., coreference) expression in Figure 5.5(a), and 2 verses with

∼33 words for the expression in Figure 5.5(c).

(3) Vocabulary mismatch. The classical challenge of vocabulary mismatch be-

tween the question and answer vocabularies has also contributed to some failure

incidences. For the multi-answer question in Figure 5.2(b), the reader failed to

return the first gold answer component (probably due to the absence of any term

overlap), but interestingly, it was able to return the second answer component

despite the absence of any term overlap.

Another interesting example is demonstrated in Figure 5.4(b), where the reader

failed to answer the single-answer question not only due to the absence of term

overlap, but also due to the nature of the answer being evidence-based (as

mentioned earlier); however, the reader was able to return the answer term (“al-

tayr” in Arabic, whichmeans “a bird” in English) by associating it to the question

term (“al-haywanat” in Arabic, which means “animals” in English). This could

be considered an implicit form of query expansion. Moreover, Figure 5.5(b),

demonstrates another vivid example of implicit query expansion, where the

reader has successfully returned the two occurrences of the gold answer (“al-

naciya” or “naciya” in Arabic, which means “forepart of the head” in English)

to the single-answer question, despite the absence of any term overlap between

the question and the gold answer terms.

Finally, Figure 5.3(a) showcases the reader’s ability to successfully answer the

why question by conquering both challenges, the vocabulary mismatch challenge
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and the evidence-based nature of the answer challenge (as mentioned under the

first challenge above).

(4) Incorrect verse context. Another challenge is predicting a gold-matching an-

swer span that is not extracted from the gold verse intended, i.e., the context verse

that belongs to the original verse-based direct answer(s) to which the annotators

extracted the gold answer spans from. We recall that the direct answers were

initially annotated, based on their contexts, by Qur’an experts while developing

AyaTEC [85]. As such, the adopted evaluation measures will not reward a sys-

tem/model for predicting such an answer given that the answermatching function

is based on token positions, as explained in Section 3.2.3.1. For the factoid and

single-answer question in Figure 5.4(c), the reader returned the wrong occur-

rence of the gold answer (highlighted in pink) that is located outside the correct

gold context that includes the coreference expression (highlighted in blue) to the

antecedent, which happens to be the gold answer (highlighted in yellow).

(5) Partial failures. There were also some partial failures due to one or more of

the following reasons: i) not predicting all the answer components of a multi-

answer question (e.g., missing the third gold answer component in Figure 3.9); ii)

partially predicting an answer, while leaving out an essential word/phrase (e.g.,

the first predicted answer in Figure 5.4(b)); or iii) predicting an answer span

that includes a non-essential word/phrase (e.g., the second predicted answers in

Figure 3.9 and Figure 5.2(b)).

As a future direction to enhance performance over multi-answer questions, we

may consider casting the reading comprehension task as a sequence tagging problem

to increase the probability of predicting and discovering all the answer components.
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Another future direction to enhance multi-verse reasoning, over both question types, is

to improve coreference resolution by exploiting the QurAna corpus by Sharaf and Atwell

[121], which is a large corpus of the Qur’an annotated with pronominal anaphora.
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CHAPTER 6: END-TO-END QA SYSTEM ON THE HOLY QUR’AN AND

GENERAL IMPLICATIONS

In this chapter, we describe our approach in integrating the retriever and reader

components to constitute our complete end-to-end machine reading at scale QA system

on the Holy Qur’an. Given a question in MSA, our QA system should return a ranked

list of answers (spans) from the Holy Qur’an.

This chapter is composed of three main sections. The first section presents an

overview of the retriever-reader architecture of the QA system before shedding more

light on the integration procedure between the two components. The second section

is dedicated to the experimental evaluation of the QA system, where we describe the

experimental setup, then present the evaluation results and discuss them in the context

of addressing the last two research questions in this dissertation. This is followed by a

performance analysis of the QA system. In the third section, we conclude this chapter

with general implications of this research work.

6.1. The Pipelined Retriever-Reader Architecture

In Figure 6.1 (repeated again for convenience), we exhibit an overview of the

pipelined retriever-reader architecture of the QA system [38], [39], [99], [148]. Given

a question in MSA, the retriever component searches an inverted index of Qur’anic

passages, that are expandedwith twoMSA resources, to help in bridging theMSA-to-CA

gap. The first resource is Al-Tafseer Al-Muyassar [1], which is a simple interpretation

of the Holy Qur’an in MSA, while the second is a Dictionary of Qur’anic words with

their meaning in MSA [84]. The top K scoring passages that are returned by the

Okapi BM25 [113] index search are then passed to the fine-tuned CL-AraBERT reader
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Figure 6.1. An overview of the pipelined Retriever-Reader architecture of the QA
System.

as Qur’anic-only passages (i.e., after stripping the MSA text from them). The reader

in turn extracts and returns the best answers from all these passages ranked by their

normalized score.

The reader was developed by first further pre-training AraBERT [23] using

about 1.05B-word Classical Arabic corpus to complement the MSA resources used in

pre-training the initial model, and make it a better fit for our task. Finally, we fine-tuned

CL-AraBERT as a reader using two MRC datasets in MSA, prior to fine-tuning it using

our QRCD dataset. We cast the problem as a cross-lingual transfer learning task from

MSA to CA not only to address the MSA-to-CA gap, but also to overcome the modest

size of the QRCD dataset.

Integrating the Retriever and Reader Components

To integrate the retriever and reader components, we reformat the search hit list of the top

K passages resulting from an index search by the retriever (for a set of questions), into
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a BERT-compliant input format to be fed to our best performing CL-AraBERT reader

(CL-AraBERTmsa+qrcd). The reader in turn predicts the top R answer spans from each

question-passage pair at a time. For the predicted answer scores to be comparable across

passages, it was important to remove the softmax layer (as suggested in [41], [135]) to

allow for aggregation and normalization, i.e., rather than applying the softmax on the

start/end logits of predicted answers over all the words in the accompanying passage

only, we delay the normalization of the softmax function, such that it is applied over

the top R predicted answers extracted from all the top K retrieved passages for a given

question (i.e., the normalization is applied over R×K predicted answers). Finally, the

reader returns the re-ranked predicted answers by their normalized scores.

6.2. Evaluating the End-to-End QA System

In this section, we describe the setup of our experiments, then present the

evaluation results and discuss them in the context of addressing the fifth and sixth

research questions listed below in black.

RQ1: Would expanding the Qur’anic passages with their corresponding Qur’an related

MSA resources help the retriever in bridging the gap between the questions in

MSA and their answer-bearing Qur’anic passages?

RQ2: Does further pre-training with Classical Arabic improve the performance over

the MSA-only pre-trained model?

RQ3: Would it be enough to exclusively rely on transfer learning from MSA to CA in

fine-tuning the readers without the need for MRC datasets in Classical Arabic?

RQ4: Adopting the passage-scope for evaluation, howdoes the fine-tunedCL-AraBERT
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reader perform on multi-answer questions vs. single-answer questions?

RQ5: Adopting the Qur’an-scope for evaluation, how does the end-to-end QA system

perform on multi-answer questions vs. single-answer questions?

RQ6: Is a native BERT-based model architecture fine-tuned as an extractive MRC

reader sub-optimal for QA and MRC tasks over multi-answer questions?

6.2.1. Experimental Setup

We evaluate the QA system on the holdout dataset that was randomly split over

the unique questions inQRCD as depicted in Table 4.1. The holdout dataset is composed

of 34 unique questions; 13 of which are single-answer questions, while the remaining

21 are multi-answer questions. We note that the same holdout dataset (with the same

random split/seed) was used for evaluating the retriever component and the reader

component in Sections 4.6 and 5.2, respectively. Though for the reader, the distribution

of questions and their question-passage-triplets are based on the passage-scope (rather

than the Qur’an-scope), where each question-passage occurrence was considered an

independent question as shown in Table 5.1. In essence, the holdout experimental setup

for evaluating the reader in Section 5.2.1 was also adopted for evaluating the end-to-end

QA system, but at the Qur’an-scope rather than the passage-scope.

Since fine-tuning the CL-AraBERT reader was performed five times with a

different random seed for each run in the holdout setup (as described in Section 5.2.1),

we evaluated the performance of the QA system five times as well. In each evaluation

run, we coupled the retriever with one of the five fine-tuned CL-AraBERT readers. The

median performance among the five runs was reported per evaluation metric over all

questions. As indicated in Section 3.2.3, Partial Average Precision (pAP) was the rank-
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based measure used for evaluating multi-answer and single-answer questions, whereas

F1@1 and EM were the set-based measures used for evaluating single-answer questions

only. We have also used Partial Reciprocal Rank pRR as a rank-based measure for

evaluating single-answer questions (as described in Section 3.1.6.2) for an experiment

to address RQ6.

6.2.2. Results and Discussion

Table 6.1. Results of the end-to-end QA system across question types in the QRCD
dataset. The top R answers from the top K passages are considered in the evaluation.
The letters “S” and “M” correspond to “single-answer” and “multi-answer” questions,
respectively.

Top K

Passages

Top R

Answers

Question

Type

QRCD Test / Holdout (Qur’an-scope)

F1@1 EM pAP@10

20 1 S 21.42 7.69 27.61

M 13.63

All 19.35

20 2 S 21.42 7.69 27.90

M 13.42

All 18.92

20 3 S 21.42 7.69 27.88

M 13.34

All 18.77

With about 80% of the unique questions in QRCD comprising two or more an-

swers, it was essential to address RQ5 that is concerned with comparing the performance

of the QA system across question types. Table 6.1 presents the comparison in terms
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of all possible evaluation measures. We evaluate the system over the answers predicted

from the first, second and third best answers extracted from the top 20 retrieved Qur’anic

passages. To answer RQ5, the results clearly show that the system performed better,

in terms of pAP , on single-answer questions in comparison to multi-answer questions.

This is expected since multi-answer questions are naturally more challenging, hence

typically harder. The attained pAP scores on single-answer questions were better than

those on multi-answer questions by 13.98 points when the top first answer from each

of the retrieved passages were considered in the evaluation. Considering more answers

from the retrieved passages (second and third part in Table 6.1) did not seem to help

in enhancing the pAP score on multi-answer questions; in fact, it witnessed a marginal

deterioration.

Table 6.2. Results of evaluating multi-answer questions as single-answer questions by
the end-to-end QA system. Only the top answers from the top K passages are
considered in the evaluation. The letters “S” and “M” correspond to “single-answer”
and “multi-answer” questions, respectively.

Top K

Passages

Top R

Answers

Question

Type

QRCD Test / Holdout (Qur’an-scope)

F1@1 EM pRR

20 1 S 21.42 7.69 27.61

M 22.18 9.52 26.55

All 23.60 8.82 26.94

The above finding may suggest (along with insight drawn from the performance

analysis of the reader in isolation of the retriever component 5.2.2.4) that a native BERT-

basedmodel architecture fine-tuned on theMRC taskmay not be intrinsically optimal for

multi-answer questions. To gather more evidence on this finding, we evaluated multi-

answer questions as single-answer questions and rewarded the system for retrieving
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any answer component. Instead of using pAP , we used Partial Reciprocal Rank pRR

as an alternative rank-based measure that is more suitable for evaluating single-answer

questions (as described in Section 3.1.6.2). The results in Table 6.2 show that the reader’s

performance over pseudo single-answer questions (i.e., multi-answer questions) attained

comparable scores to (if not sometimes higher than) the genuine single-answer questions.

To answer RQ6, we have provided enough evidence to suggest that a native BERT-based

model architecture fine-tuned as an extractive MRC reader may not be optimal for the

task over multi-answer questions.

In general, the witnessed overall performance of the end-to-end QA system on

all questions (including single-answer questions) is modest. Similar end-to-end QA

systems in the literature adopting the retriever-reader architecture (with a BERT reader),

such as [141], witnessed a severe degradation in the exact match score over the SQuAD

v1.1 dataset in comparison to that reported for the BERT reader in [48]. This affirms

that the task is hard, but with ample room for improvement.

6.2.3. Performance Analysis of the End-to-End QA System

In this section, we discuss and present several failure and success examples

(Figures 6.2 through 6.7) in an attempt to understand the weaknesses and strengths

of the end-to-end QA system. We recall that the system is composed of the best

performing retriever (expanded with Al-Tafseer and Dictionary) and the best performing

reader ( CL-AraBERTmsa+qrcd) on the QRCD dataset. This performance analysis aims

at providing insights towards enhancing the modest performance of the QA system. It

should not be inspected in isolation of the performance analysis of the reader (described

in section 5.2.2.4) as it complements it.
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mQ241 

Some gold Passages: "2:87-88\t241",  2:97-101\t241”, 2:102-103\t241, "2:253-254\t24 

 ؟من هم الملائكة المذ�ورون �� القرآن السؤال:

Question: Who are the angels mentioned in Qur’an? 

Gold Answer(s)-الإجابات الذهبية Gold Qur’anic Passages  القرآنية اتالفقر   الذهبية  

قُدُسِ ٱرُوحِ  •
ْ
ى  ل يْنَا مُو�ىَ

َ
دْ ءَات

َ
ق

َ
بَ ٱوَل

ٰ
كِتَ

ْ
يْنَا مِنۢ َ�عْدِهِ  ل فَّ

َ
سُلِ ٱبِ  ۦوَق ى  لرُّ يْنَا عِي�ىَ

َ
مَرَْ�مَ  بْنَ ٱوَءَات

تِ ٱ
َٰ
ن بَيِّ

ْ
ھُ بِ  ل

َٰ
دْن يَّ

َ
قُدُسِ ٱرُوحِ وَأ

ْ
مُ  ل

ُ
نفُسُك

َ
 أ

 َ�ْ�وَىٰٓ
َ

 بِمَا لا
ۢ

مْ رَسُولٌ
ُ

ءَك
ٓ
مَا جَا

َّ
ل

ُ
�

َ
ف

َ
َ�ْ�تُمْ ٱأ

ْ
 سْتَك

 
َّ

ذ
َ

فَرِ�قًا ك
َ
ونَ  بْتُمْ ف

ُ
قْتُل

َ
رِ�قًا ت

َ
 . وَف

۟
وا

ُ
ال

َ
عََ�ُ�مُ  وَق

َّ
 بَل ل

ٌۢ
ف

ْ
ل

ُ
وُ�نَا غ

ُ
ل

ُ
ُ ٱق

َّ
ا  �  مَّ

ً
لِيلا

َ
ق

َ
فْرِهِمْ ف

ُ
بِك

 .يُؤْمِنُونَ 

 جِْ�ِ�يلَ  •

 جِْ�ِ�يلَ  •

ىٰلَ  •
َ

 مِيك

 ِ
ّ

ا � انَ عَدُو�
َ
لْ مَن �

ُ
ھُ  جِْ�ِ�يلَ ق إِنَّ

َ
ھُ  ۥف

َ
ل زَّ

َ
نِ  ۥن

ْ
بِكَ بِإِذ

ْ
ل

َ
ٰ� ق

َ
ِ ٱعَ�

َّ
ا بَْ�نَ يَدَيْھِ وَهُدًى  �

َ
ِ
ّ

ا لم
ً
ق مُصَدِّ

مُؤْمِنِ�نَ 
ْ
رَىٰ لِل

ْ
تِھِ  مَن. وَُ�ش

َ
ئِك

َٰٓ
ِ وَمَل

َّ
ِ
ّ

ا � انَ عَدُو�
َ
ىٰلَ وَ  جِْ�ِ�يلَ وَ  ۦوَرُسُلِھِ  ۦ�

َ
إِنَّ  مِيك

َ
َ ٱف

َّ
� 

فِرِ�نَ 
َٰ

ك
ْ
ل ِ

ّ
دْ . عَدُوٌّ ل

َ
ق

َ
يْكَ  وَل

َ
 إِل

ٓ
نَا

ْ
نزَل

َ
  أ

َّ
 إِلا

ٓ
فُرُ ِ�َ�ا

ْ
تٍ وَمَا يَك

َٰ
ن تٍۭ بَيِّ

ٰ
سِقُونَ ٱءَايَ

ٰ
فَ

ْ
مَا. ل

َّ
ل

ُ
وَ�

َ
 أ

هُ 
َ

بَذ  عَهْدًا نَّ
۟
هَدُوا

ٰ
 يُؤْمِنُونَ  ۥعَ

َ
ُ�هُمْ لا

َ
�

ْ
ك

َ
ْ�ُ�م بَلْ أ رِ�قٌ مِّ

َ
ا. ف

َّ َ
نْ عِندِ  وَلم ءَهُمْ رَسُولٌ مِّ

ٓ
ِ ٱجَا

َّ
� 

نَ  رِ�قٌ مِّ
َ
 ف

َ
بَذ

َ
ا مَعَهُمْ ن

َ
ِ
ّ

قٌ لم ذِينَ ٱمُصَدِّ
َّ
  ل

۟
وتُوا

ُ
بَ ٱأ

ٰ
كِتَ

ْ
بَ  ل

ٰ
ِ ٱكِتَ

َّ
�  

َ
ُ�مْ لا َّ�

َ
أ
َ
هُورِهِمْ �

ُ
ءَ ظ

ٓ
وَرَا

مُونَ 
َ
 .َ�عْل

رُوتَ  •
ٰ

 هَ

رُوتَ  •  مَٰ

 ٱوَ 
۟
بَعُوا   تَّ

۟
وا

ُ
تْل

َ
طِ�نُ ٱمَا ت يَٰ كِنَّ  لشَّ

َٰ
نُ وَل يْمَٰ

َ
فَرَ سُل

َ
نَ وَمَا ك يْمَٰ

َ
كِ سُل

ْ
ٰ� مُل

َ
طِ�نَ ٱعَ� يَٰ   لشَّ

۟
فَرُوا

َ
ك

مُونَ  ِ
ّ
اسَ ٱُ�عَل حْرَ ٱ لنَّ �  لّ�ِ

َ
نزِلَ عَ�

ُ
 أ

ٓ
ْ�نِ ٱوَمَا

َ
ك

َ
ل
َ ْ
  لم

ٰ
مَانِ مِنْ  رُوتَ وَمَٰ  رُوتَ بِبَابِلَ هَ ِ

ّ
وَمَا ُ�عَل

حَدٍ 
َ
ىٰ أ ونَ بِھِ  حَ�َّ

ُ
مُونَ مِْ�ُ�مَا مَا يُفَرِّق

َّ
يَتَعَل

َ
فُرْ ف

ْ
ك

َ
 ت

َ
لا

َ
 ف

ٌ
حْنُ فِتْنَة

َ
مَا ن  إِنَّ

ٓ َ
رْءِ ٱبَْ�نَ  ۦيَقُولا

َ ْ
 لم

رِّ�نَ بِھِ  ۦوَزَوْجِھِ 
ٓ
نِ  ۦوَمَا هُم بِضَا

ْ
 بِإِذ

َّ
حَدٍ إِلا

َ
ِ ٱمِنْ أ

َّ
�  

َ
هُمْ وَلا مُونَ مَا يَضُرُّ

َّ
وََ�تَعَل

 
َ
دْ يَنفَعُهُمْ وَل

َ
نِ  ق

َ َ
 لم

۟
َ�ىٰھُ ٱعَلِمُوا

َ
�

ْ
ھُ  ش

َ
 بِھِ  لْءَاخِرَةِ ٱِ��  ۥمَا ل

۟
رَوْا

َ
سَ مَا ش

ْ
بِئ

َ
قٍ وَل

َٰ
ل

َ
 ۦٓمِنْ خ

 َ�عْ 
۟
انُوا

َ
وْ �

َ
نفُسَهُمْ ل

َ
مُونَ أ

َ
وْ . ل

َ
 وَ  وَل

۟
ُ�مْ ءَامَنُوا َّ�

َ
 ٱأ

۟
وْا

َ
ق نْ عِندِ  تَّ  مِّ

ٌ
وَ�ة

ُ
ث
َ َ
ِ ٱلم

َّ
�  

۟
انُوا

َ
وْ �

َّ
ْ�ٌ� ل

َ
خ

مُونَ 
َ
 .َ�عْل

• ... ... 

Predicted Answers from Top 20 retrieved passages (psgs.) 

Top answer from 20 passages Top 2 answers from 20 passages Top 3 answers from 20 passages 

ا وََ�حْيَىٰ  • رِ�َّ
َ

  وَزَك

 ٱوَ  •
ُ
ة

َ
ئِك

َٰٓ
ل
َ ْ
  لم

ىٰ  • هِيمَ وَمُو�ىَ   إِبْرَٰ

• ... 

ا وََ�حْيَىٰ  • رِ�َّ
َ

  وَزَك

نَ  • لٌّ مِّ
ُ
يَاسَ �

ْ
ىٰ وَِ�ل ا وََ�حْيَىٰ وَعِي�ىَ رِ�َّ

َ
وَزَك

ِ�حِ�نَ ٱ
عِيلَ . لصَّٰ  وَِ�سْمَٰ

 ٱوَ  •
ُ
ة

َ
ئِك

َٰٓ
ل
َ ْ
  لم

• ... 

ا وََ�حْيَىٰ  • رِ�َّ
َ

  وَزَك

نَ  • لٌّ مِّ
ُ
يَاسَ �

ْ
ىٰ وَِ�ل ا وََ�حْيَىٰ وَعِي�ىَ رِ�َّ

َ
وَزَك

ِ�حِ�نَ ٱ
عِيلَ . لصَّٰ   وَِ�سْمَٰ

 ٱوَ  •
ُ
ة

َ
ئِك

َٰٓ
ل
َ ْ
  لم

• ... 

 

Figure 6.2. A failure example of a multi-answer question. All incorrect answers were
extracted from non-relevant (non-gold) passages.

Since the Qur’an scope is used for evaluating the end-to-end QA system, all

occurrences of the correct answers to the questions were considered in the evaluation.

Thismay partially explain the severe drop in the pAP scores overmulti-answer questions,

which is a natural consequence if the system fails to retrieve all the relevant (gold) answer-

bearing passages to the respective questions. Surprisingly, the failure examples revealed

that in many cases the retriever failed to retrieve any gold (answer-bearing) passages to

some of the questions. For example, for the multi-answer question in Figure 6.2, no gold

passageswere retrievedmainly due to the vocabularymismatch between the question and

the answer vocabularies. Similarly, for the single-answer question in Figure 6.4, the gold

passage was not retrieved for a different reason; it was overshadowed by false positive
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mQ126 

All gold Passages: "37:62-74\t126", “44:40-50\t126", 56:41-56\t126" 

False passages:  

 ما �� �جرة الزقوم؟ السؤال:

Question: What is the tree of zaqqum? 

Gold Answer(s)-الإجابات الذهبية Gold Qur’anic Passages  القرآنية اتالفقر   الذهبية  

َ�ا • صْلِ  إِ�َّ
َ
رُجُ ِ�ٓ� أ

ْ
خ

َ
 ت

ٌ
جَرَة

َ
جَحِيمِ ٱ�

ْ
� .

عُهَا
ْ
ل
َ
ھُ  ط نَّ

َ
أ
َ
طِ�نِ ٱرُءُوسُ  ۥ� يَٰ  لشَّ

 
ُ
جَرَة

َ
مْ �

َ
 أ

ً
زُلا ْ�ٌ� نُّ

َ
لِكَ خ

َٰ
ذ

َ
ومِ ٱأ

ُّ
ق ا. لزَّ لِمِ�نَ  إِنَّ

َّٰ
لظ ِ

ّ
 ل

ً
َ�ا فِتْنَة

ٰ
�َ

ْ
َ�ا. جَعَل صْلِ  إِ�َّ

َ
رجُُ ِ�ٓ� أ

ْ
خ

َ
 ت

ٌ
جَرَة

َ
�

جَحِيمِ ٱ
ْ

عُهَا. �
ْ
ل
َ
ھُ  ط نَّ

َ
أ
َ
طِ�نِ ٱرُءُوسُ  ۥ� يَٰ ُ�مْ . لشَّ إِ�َّ

َ
ونَ مِْ�َ�ا  ف

�
مَالِـ

َ
ونَ مِْ�َ�ا ف

ُ
ونَ ٱلَءَاِ�ل

ُ
بُط

ْ
. ل

مَّ 
ُ
نْ حَمِيمٍ  ث وًْ�ا مِّ

َ
ش

َ
ْ�َ�ا ل

َ
هُمْ عَل

َ
مَّ . إِنَّ ل

ُ
�  ث

َ
� ِ

َ
جَحِيمِ ٱإِنَّ مَرْجِعَهُمْ لإ

ْ
ُ�مْ . � ءَهُمْ  إِ�َّ

ٓ
 ءَابَا

۟
فَوْا

ْ
ل

َ
أ

�نَ  ِ
ّ
ل

ٓ
هُمْ . ضَا

َ
  ف

َٰ
ٰ�ٓ ءَاث

َ
دْ . رِهِمْ ُ�ْ�رَعُونَ عَ�

َ
ق

َ
ُ�  وَل

َ
�

ْ
ك

َ
هُمْ أ

َ
بْل

َ
لِ�نَ ٱضَلَّ ق وَّ

َ ْ
دْ . لأ

َ
ق

َ
نَا فِ�ِ�م  وَل

ْ
رْسَل

َ
أ

نذِرِ�نَ   . مُّ
َ
رْ ٱف

ُ
  نظ

ُ
قِبَة

ٰ
انَ عَ

َ
� 

َ
يْف

َ
رِ�نَ ٱك

َ
نذ

ُ ْ
 . لم

َّ
ِ ٱعِبَادَ  إِلا

َّ
صِ�نَ ٱ �

َ
ل

ْ
خ

ُ ْ
� 

عَامُ  •
َ
ثِيمِ ٱ ط

َ ْ
فَصْلِ ٱإِنَّ يَوْمَ  لأ

ْ
جْمَعِ�نَ  ل

َ
ُ�ُ�مْ أ

َٰ
 هُمْ يُنصَرُونَ  يَوْمَ . مِيق

َ
ا وَلا

ًٔ
يْـ

َ
� ش

ً
وْ� � عَن مَّ

ً
ِ�ى مَوْ�

ْ
 ُ�غ

َ
. لا

 
َّ

حِمَ  إِلا ُ ٱمَن رَّ
َّ

ھُ  � عَزِ�زُ ٱهُوَ  ۥإِنَّ
ْ
حِيمُ ٱ ل جَرَتَ  إِنَّ . لرَّ

َ
ومِ ٱ�

ُّ
ق عَامُ . لزَّ

َ
ثِيمِ ٱ ط

َ ْ
 . لأ

َ
هْلِ ٱ�

ُ ْ
 لم

 ��ِ ��ِ
ْ
ونِ ٱَ�غ

ُ
بُط

ْ
ِ� . ل

ْ
�

َ
غ

َ
حَمِيمِ ٱ ك

ْ
وهُ . �

ُ
ذ

ُ
  خ

َ
وهُ ٱف

ُ
ءِ  عْتِل

ٓ
ٰ� سَوَا

َ
جَحِيمِ ٱإِ�

ْ
مَّ . �

ُ
وْقَ  ث

َ
 ف

۟
وا صُبُّ

سِھِ 
ْ
ابِ  ۦرَأ

َ
حَمِيمِ ٱمِنْ عَذ

ْ
قْ . �

ُ
نتَ  ذ

َ
كَ أ عَزِ�زُ ٱإِنَّ

ْ
رِ�مُ ٱ ل

َ
ك

ْ
نتُم بِھِ  إِنَّ . ل

ُ
ا مَا ك

َ
ذ

ٰ
 ۦهَ

ُ�ونَ 
َ
مْ�

َ
 .ت

َ�ا  • ُّ�
َ
مْ أ

ُ
ك ونَ ٱإِنَّ

ُّ
ل

ٓ
ا بُونَ ٱ لضَّ ِ

ّ
ذ

َ
ك

ُ ْ
. لم

ونَ 
ُ
ومٍ  لَءَاِ�ل

ُّ
ن زَق جَرٍ مِّ

َ
. مِن �

ونَ 
�
مَالِـ

َ
ونَ ٱمِْ�َ�ا  ف

ُ
بُط

ْ
 ل

بُ 
ٰ

ْ�حَ
َ
مَالِ ٱوَأ ِ

ّ
بُ  لش

ٰ
ْ�حَ

َ
 أ

ٓ
مَالِ ٱمَا ِ

ّ
ن يَحْمُومٍ  وَظِلٍّ .  وَحَمِيمٍ سَمُومٍ  ِ��. لش  . مِّ

َّ
بَارِدٍ  لا

رِ�مٍ 
َ

 ك
َ

ُ�مْ . وَلا َ�فِ�نَ  إِ�َّ
ْ
لِكَ مُ�

َٰ
بْلَ ذ

َ
 ق

۟
انُوا

َ
� . 

۟
انُوا

َ
�  وَ�

َ
ونَ عَ� حِنثِ ٱيُصِرُّ

ْ
عَظِيمِ ٱ �

ْ
 . ل

۟
انُوا

َ
 وَ�

ونَ 
ُ
بْعُوث

َ َ
ا لم ءِنَّ

َ
مًا أ

َٰ
ا تُرَابًا وَعِظ نَّ

ُ
ا مِتْنَا وَك

َ
ئِذ

َ
ونَ أ

ُ
ا. يَقُول

َ
ن

ُ
ؤ

ٓ
وَءَابَا

َ
ونَ ٱ أ

ُ
ل وَّ

َ ْ
لْ . لأ

ُ
لِ�نَ ٱإِنَّ  ق وَّ

َ ْ
 لأ

جْمُوعُونَ . لْءَاخِرِ�نَ ٱوَ 
َ َ
ومٍ  �

ُ
عْل تِ يَوْمٍ مَّ

َٰ
ٰ� مِيق

َ
 . إِ�

ُ
َ�ا  مَّ ث ُّ�

َ
مْ أ

ُ
ك ونَ ٱإِنَّ

ُّ
ل

ٓ
ا بُونَ ٱ لضَّ ِ

ّ
ذ

َ
ك

ُ ْ
. لم

ونَ 
ُ
ومٍ  لَءَاِ�ل

ُّ
ن زَق جَرٍ مِّ

َ
ونَ . مِن �

�
مَالِـ

َ
ونَ ٱمِْ�َ�ا  ف

ُ
بُط

ْ
رُِ�ونَ  .ل

َٰ
ش

َ
يْھِ مِنَ  ف

َ
حَمِيمِ ٱعَل

ْ
� .

رُِ�ونَ 
َٰ

ش
َ
رْبَ  ف

ُ
هِيمِ ٱش

ْ
ا. ل

َ
ذ

ٰ
هُمْ يَوْمَ  هَ

ُ
ينِ ٱنُزُل  .لدِّ

Predicted Answers from Top 20 retrieved passages (psgs.) 

Top answer from 20 passages Top 2 answers from 20 passages Top 3 answers from 20 passages 

جَرَتَ  •
َ

ومِ ٱ�
ُّ
ق  ).from gold psg( لزَّ

حْلِ ٱ •  ).from non-gold psg( لنَّ

ن يَقْطِ�نٍ  •  مِّ
ً
جَرَة

َ
� )from non-gold 

psg.( 

• ... 

جَرَتَ  •
َ

ومِ ٱ�
ُّ
ق  ).from gold psg( لزَّ

حْلِ ٱ •  ).from non-gold psg( لنَّ

ن يَقْطِ�نٍ  •  مِّ
ً
جَرَة

َ
� )from non-gold 

psg.( 

• ... 

جَرَتَ  •
َ

ومِ ٱ�
ُّ
ق  ).from gold psg( لزَّ

حْلِ ٱ •  ).from non-gold psg( لنَّ

ن يَقْطِ�نٍ  •  مِّ
ً
جَرَة

َ
� )from non-gold 

psg.( 

• ... 

 

  Figure 6.3. A failure example of a multi-answer question. The first incomplete answer
was partially extracted from a relevant/answer-bearing (gold) passage, while the
second and third shown incorrect answers were extracted from non-relevant (non-gold)
passages.

passages that have high overlap with the question but without containing the correct

answer. As for the multi-answer question in Figure 6.3, the first answer was partially

extracted from a gold passage, while the remaining incorrect answers were extracted

from false positive passages retrieved due to some term overlap with the question.

As for the partially successful examples, Figure 6.5 exhibits a multi-answer

question which does not have all its answer components extracted (the fourth bulleted

gold answer was not among the predicted answers), nor all the occurrences of its

gold answers were extracted. On the other hand, Figure 6.6 exhibits another partially

successful multi-answer question that has all its answer components extracted, but

not all the occurrences of its gold answers. Moreover, some of its returned answers
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sQ139 

All gold Passages: 4:92-93\t139, 

False passages:  

 ؟أما �� عقو�ة القتل خط السؤال:

Question: What is the punishment for wrongful murder? 

Gold Answer(s)- الذهبية اتالإجاب  Gold Qur’anic Passage(s)   القرآنية اتالفقر   الذهبية  

تَلَ مُؤْمِنًا  •
َ
بَةٍ مَن ق

َ
تَحْرِ�رُ رَق

َ
ا ف

ًٔ
ـ
َ
ط

َ
خ

هْلِھِ 
َ
ٰ�ٓ أ

َ
 إِ�

ٌ
مَة

َّ
سَل  مُّ

ٌ
ؤْمِنَةٍ وَدِيَة ن  ۦٓمُّ

َ
 أ

ٓ َّ
إِلا

مْ 
ُ

ك
َّ
وْمٍ عَدُوٍّ ل

َ
انَ مِن ق

َ
إِن �

َ
 ف

۟
وا

ُ
ق دَّ يَصَّ

تَحْرِ 
َ
ؤْمِنَةٍ وَِ�ن  �رُ وَهُوَ مُؤْمِنٌ ف بَةٍ مُّ

َ
رَق

قٌ 
َٰ
يث مْ وََ�يَْ�ُ�م مِّ

ُ
وْمٍۭ بَيْنَك

َ
انَ مِن ق

َ
�

هْلِھِ 
َ
ٰ�ٓ أ

َ
 إِ�

ٌ
مَة

َّ
سَل  مُّ

ٌ
دِيَة

َ
بَةٍ  ۦف

َ
حْرِ�رُ رَق

َ
وَت

هْرَْ�نِ 
َ

صِيَامُ ش
َ
مْ يَجِدْ ف

َّ
مَن ل

َ
ؤْمِنَةٍ ف مُّ

نَ   مِّ
ً
وَْ�ة

َ
ِ ٱمُتَتَاِ�عَْ�نِ ت

َّ
� 

 
َ
ؤْمِنٍ أ

ُ
انَ لمِ

َ
ا وَمَ وَمَا �

ًٔ
ـ
َ
ط

َ
 خ

َّ
ؤْمِنَةٍ ن يَقْتُلَ مُؤْمِنًا إِلا بَةٍ مُّ

َ
تَحْرِ�رُ رَق

َ
ا ف

ًٔ
ـ
َ
ط

َ
تَلَ مُؤْمِنًا خ

َ
ن ق

هْلِھِ 
َ
ٰ�ٓ أ

َ
 إِ�

ٌ
مَة

َّ
سَل  مُّ

ٌ
مْ وَهُوَ مُؤْمِنٌ  ۦٓوَدِيَة

ُ
ك

َّ
وْمٍ عَدُوٍّ ل

َ
انَ مِن ق

َ
إِن �

َ
 ف

۟
وا

ُ
ق دَّ ن يَصَّ

َ
 أ

ٓ َّ
إِلا

تَحْرِ 
َ
ؤْمِنَةٍ  �رُ ف بَةٍ مُّ

َ
هْلِھِ  رَق

َ
ٰ�ٓ أ

َ
 إِ�

ٌ
مَة

َّ
سَل  مُّ

ٌ
دِيَة

َ
قٌ ف

َٰ
يث مْ وََ�يَْ�ُ�م مِّ

ُ
وْمٍۭ بَيْنَك

َ
انَ مِن ق

َ
 ۦوَِ�ن �

نَ   مِّ
ً
وَْ�ة

َ
هْرَْ�نِ مُتَتَاِ�عَْ�نِ ت

َ
صِيَامُ ش

َ
مْ يَجِدْ ف

َّ
مَن ل

َ
ؤْمِنَةٍ ف بَةٍ مُّ

َ
حْرِ�رُ رَق

َ
ِ ٱوَت

َّ
انَ  �

َ
ُ ٱوَ�

َّ
� 

هُ يَقْتُ  وَمَن. حَكِيمًا مًاعَلِي
ُ

ؤ
ٓ
جَزَا

َ
دًا ف تَعَمِّ ضِبَ  ۥلْ مُؤْمِنًا مُّ

َ
لِدًا فِ�َ�ا وَغ

َٰ
مُ خ ُ ٱجَهَنَّ

َّ
يْھِ  �

َ
عَل

عَنَھُ 
َ
ھُ  ۥوَل

َ
عَدَّ ل

َ
ابًا عَظِيمًا ۥوَأ

َ
 .عَذ

Predicted Answers from Top 20 retrieved passages (psgs.) 

Top answer from 20 passages Top 2 answers from 20 passages Top 3 answers from 20 passages 

ھُ  •
َ
 ل

ْ
عَف

ٰ
ابُ ٱيُضَ

َ
عَذ

ْ
مَةِ ٱيَوْمَ  ل قِيَٰ

ْ
دْ  ل

ُ
ل

ْ
وََ�خ

   مُهَانًا ۦفِيھِ 

•  
ٌ
سَبَتْ رَهِينَة

َ
فْسٍۭ بِمَا ك

َ
لُّ ن

ُ
�   

لِ مَا عُوقِبَ بِھِ  •
ْ
بَ بِمِث

َ
مَّ  ۦوَمَنْ عَاق

ُ
ث

يْھِ 
َ
  ُ�ِ�َ� عَل

• ... 

ھُ  •
َ
 ل

ْ
عَف

ٰ
ابُ ٱيُضَ

َ
عَذ

ْ
مَةِ ٱيَوْمَ  ل قِيَٰ

ْ
دْ  ل

ُ
ل

ْ
وََ�خ

  مُهَانًا ۦفِيھِ 

•  
ٌ
سَبَتْ رَهِينَة

َ
فْسٍۭ بِمَا ك

َ
لُّ ن

ُ
�  

امًا •
َ
ث

َ
قَ أ

ْ
لِكَ يَل

َٰ
ھُ .  وَمَن يَفْعَلْ ذ

َ
 ل

ْ
عَف

ٰ
يُضَ

ابُ ٱ
َ

عَذ
ْ
مَةِ ٱيَوْمَ  ل قِيَٰ

ْ
دْ فِيھِ  ل

ُ
ل

ْ
 مُهَانًا ۦوََ�خ

• ... 

ھُ  •
َ
 ل

ْ
عَف

ٰ
ابُ ٱيُضَ

َ
عَذ

ْ
مَةِ ٱيَوْمَ  ل قِيَٰ

ْ
دْ  ل

ُ
ل

ْ
وََ�خ

  مُهَانًا ۦفِيھِ 

•  
ٌ
سَبَتْ رَهِينَة

َ
فْسٍۭ بِمَا ك

َ
لُّ ن

ُ
�  

امًا •
َ
ث

َ
قَ أ

ْ
لِكَ يَل

َٰ
ھُ .  وَمَن يَفْعَلْ ذ

َ
 ل

ْ
عَف

ٰ
يُضَ

ابُ ٱ
َ

عَذ
ْ
مَةِ ٱيَوْمَ  ل قِيَٰ

ْ
دْ فِيھِ  ل

ُ
ل

ْ
  مُهَانًا ۦوََ�خ

• ... 

 

Reason: answer bearing passage not retrieved. 

Instead passages that included   قتل النفس وردت �� فقرات أخرى 

 ولكن ليس با�خطأ

 False positive 

 

 

Figure 6.4. A failure example of a single-answer question. The incorrect answers were
extracted from non-relevant (non-gold) passages.

include non-essential text (e.g., the third predicted answer over matches the fourth gold

answer). Finally, Figure 6.7 exhibits a single-answer question whose sole gold answer

was correctly returned, but with non-essential text also included.

The above analysis has revealed the need to enhance the retriever component

of the end-to-end QA system. A promising path is to adopt dense (embedding-based)

passage retrieval for semantic search approaches [68], or a hybrid of both, sparse and

dense retrieval approaches, as discussed in 7.2. Also, the suggestions on prospects

to improve the reader (at the end of Section 5.2.2.4) are naturally among the ways to

improve the end-to-end QA system.

Moreover, the analysis related to the partially successful examples, has revealed

the need to tailor/adapt the measures used in the performance evaluation over questions

that may have their gold answers repeated in semantically and/or syntactically similar
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mQ302 
Some gold Passages: 4:95-96\t302, 9:38-41\t302, 9:42-49\t302 74-9:73و\t302 
 

 ؟هو ا�جهادما  السؤال:

Question: What is jihad? 

Gold Answer(s)-الإجابات الذهبية Gold Qur’anic Passages  القرآنية اتالفقر   الذهبية  

هِدُونَ ٱ •
ٰ

جَ
ُ ْ
ِ ٱِ�� سَبِيلِ  �

َّ
لِهِمْ  � مْوَٰ

َ
بِأ

نفُسِهِمْ 
َ
 وَأ

 َ�سْتَوِى 
َّ

عِدُونَ ٱلا
َٰ

ق
ْ
مِنِ�نَ ٱمِنَ  ل

ْ
ؤ

ُ ْ
وِ۟��  لم

ُ
ْ�ُ� أ

َ
رَرِ ٱغ هِدُونَ ٱوَ  لضَّ

ٰ
جَ

ُ ْ
ِ ٱِ�� سَبِيلِ  �

َّ
لِهِمْ  � مْوَٰ

َ
بِأ

نفُسِهِمْ 
َ
لَ  وَأ ضَّ

َ
ُ ٱف

َّ
هِدِينَ ٱ �

ٰ
جَ

ُ ْ
�  �

َ
نفُسِهِمْ عَ�

َ
لِهِمْ وَأ مْوَٰ

َ
عِدِينَ ٱبِأ

َٰ
ق

ْ
 وَعَدَ  ل

�
لا

ُ
 وَك

ً
دَرَجَة

ُ ٱ
َّ

حُسَْ�ىٰ ٱ �
ْ

لَ  � ضَّ
َ
ُ ٱوَف

َّ
هِدِينَ ٱ �

ٰ
جَ

ُ ْ
�  �

َ
عِدِينَ ٱعَ�

َٰ
ق

ْ
جْرًا عَظِيمًا ل

َ
تٍ . أ

ٰ
  دَرَجَ

ً
فِرَة

ْ
نْھُ وَمَغ مِّ

انَ 
َ
 وَ�

ً
ُ ٱوَرَحْمَة

َّ
حِيمًا � فُورًا رَّ

َ
 .غ

مْ ِ�� سَبِيلِ  •
ُ

نفُسِك
َ
مْ وَأ

ُ
لِك مْوَٰ

َ
 بِأ

۟
هِدُوا

ٰ
جَ

ِ ٱ
َّ

� 

َ�ا  ُّ�
َ
أ

ذِينَ ٱيَٰٓ
َّ
مُ  ل

ُ
ك

َ
ا قِيلَ ل

َ
مْ إِذ

ُ
ك

َ
 مَا ل

۟
 ٱءَامَنُوا

۟
ِ ٱِ�� سَبِيلِ  نفِرُوا

َّ
تُمْ ٱ �

ْ
ل

َ
اق

َّ
�  ث

َ
رْضِ ٱإِ�

َ ْ
 لأ

رَضِيتُم بِ 
َ
حَيَوٰةِ ٱأ

ْ
يَاٱ �

ْ
ن  ٱ ...  .لدُّ

۟
  نفِرُوا

ٰ
 وَجَ

ً
الا

َ
ا وَثِق

ً
مْ ِ�� خِفَاف

ُ
نفُسِك

َ
مْ وَأ

ُ
لِك مْوَٰ

َ
 بِأ

۟
هِدُوا

ِ ٱسَبِيلِ 
َّ

مُونَ  �
َ
عْل

َ
نتُمْ �

ُ
مْ إِن ك

ُ
ك

َّ
ْ�ٌ� ل

َ
مْ خ

ُ
لِك

َٰ
 . ذ

نفُسِهِمْ   •
َ
لِهِمْ وَأ مْوَٰ

َ
 بِأ

۟
هِدُوا

ٰ
  يُجَ

َّ
اصِدًا لٱ

َ
رِ�بًا وَسَفَرًا ق

َ
انَ عَرَضًا ق

َ
وْ �

َ
بَعُوكَ ل ْ�ِ�مُ  تَّ

َ
كِنۢ َ�عُدَتْ عَل

َٰ
 ٱوَل

ُ
ة قَّ

ُّ
وَسَيَحْلِفُونَ  لش

ِ ٱبِ 
َّ

وِ  �
َ
عْنَاٱل

َ
  ... سْتَط

َ
كَ  لا

ُ
ذِن

�
ذِينَ ٱَ�سْتَـ

َّ
مِنُونَ بِ  ل

ْ
ِ ٱيُؤ

َّ
يَوْمِ ٱوَ  �

ْ
ن  لْءَاخِرِ ٱ ل

َ
 أ

۟
هِدُوا

ٰ
يُجَ

نفُسِهِمْ 
َ
لِهِمْ وَأ مْوَٰ

َ
ُ ٱوَ بِأ

َّ
 بِ  �

ۢ
قِ�نَ ٱعَلِيمٌ تَّ

ُ ْ
ن يَقُولُ  وَمِْ�ُ�م .... لم نٱمَّ

َ
ذ

ْ
 ِ��  ئ

َ
لا

َ
ىٓ أ فْتِّ�ِ

َ
 ت

َ
� وَلا ِ

ّ
�

فِتْنَةِ ٱ
ْ
 بِ  ل

ٌۢ
ة

َ
حِيط

ُ َ
مَ �  وَِ�نَّ جَهَنَّ

۟
وا

ُ
ط

َ
فِرِ�نَ ٱسَق

َٰ
ك

ْ
 .ل

هِدِ  •
ٰ

ارَ ٱجَ فَّ
ُ

ك
ْ
فِقِ�نَ ٱوَ  ل

ٰ
نَ
ُ ْ
 ٱوَ  لم

ْ
ظ

ُ
ل

ْ
ْ�ِ�مْ  غ

َ
َ�ا  عَل ُّ�

َ
أ

ِ�ىُّ ٱيَٰٓ هِدِ  لنَّ
ٰ

ارَ ٱجَ فَّ
ُ

ك
ْ
فِقِ�نَ ٱوَ  ل

ٰ
نَ
ُ ْ
 ٱوَ  لم

ْ
ظ

ُ
ل

ْ
ْ�ِ�مْ  غ

َ
سَ  عَل

ْ
مُ وَِ�ئ وَٰ�ُ�مْ جَهَنَّ

ْ
صِ�ُ� ٱوَمَأ

َ ْ
. لم

ِ ٱبِ  يَحْلِفُونَ 
َّ

�  
َ
لِمَة

َ
� 

۟
وا

ُ
ال

َ
دْ ق

َ
ق

َ
 وَل

۟
وا

ُ
ال

َ
فْرِ ٱمَا ق

ُ
ك

ْ
مْ  ل

َ
 بِمَا ل

۟
وا مِهِمْ وَهَمُّ

َٰ
 َ�عْدَ إِسْل

۟
فَرُوا

َ
وَك

نَٰ�ُ�مُ 
ْ
غ

َ
نْ أ

َ
 أ

ٓ َّ
 إِلا

۟
مُوٓا

َ
ق

َ
 وَمَا ن

۟
وا

ُ
ُ ٱيَنَال

َّ
ھُ  �

ُ
هُمْ ِ��  ...  ۥوَرَسُول

َ
رْضِ ٱوَمَا ل

َ ْ
صِ��ٍ  لأ

َ
 ن

َ
 .مِن وَِ�ّ�ٍ وَلا

 ِ�� سَبِيلِ  •
۟
هَدُوا

ٰ
ِ ٱجَ

َّ
لِهِمْ  � مْوَٰ

َ
بِأ

نفُسِهِمْ 
َ
 وَأ

 
َ
ايَة

َ
تُمْ سِق

ْ
جَعَل

َ
جِّ ٱأ

ٓ
حَا

ْ
�  

َ
ْ�جِدِ ٱوَعِمَارَة

َ ْ
حَرَامِ ٱ لم

ْ
مَنْ ءَامَنَ بِ  �

َ
ِ ٱك

َّ
يَوْمِ ٱوَ  �

ْ
 لْءَاخِرِ ٱ ل

هَدَ ِ�� سَبِيلِ 
ٰ

ِ ٱوَجَ
َّ

 َ�سْتَوُ  �
َ

ِ ٱعِندَ  نَ ۥلا
َّ

ُ ٱوَ  �
َّ

 َ�ْ�دِى  �
َ

وْمَ ٱلا
َ

ق
ْ
لِمِ�نَ ٱ ل

َّٰ
ذِينَ ٱ. لظ

َّ
  ل

۟
ءَامَنُوا

 
ٰ

 وَجَ
۟
 ِ�� سَبِيلِ وَهَاجَرُوا

۟
ِ ٱهَدُوا

َّ
نفُسِهِمْ  �

َ
لِهِمْ وَأ مْوَٰ

َ
 عِندَ  بِأ

ً
مُ دَرَجَة

َ
عْظ

َ
ِ ٱأ

َّ
ئِكَ هُمُ  �

َٰٓ
و۟ل

ُ
وَأ

ئِزُونَ ٱ
ٓ
فَا

ْ
لِدِينَ  .... ل

َٰ
بَدًا إِنَّ  خ

َ
 أ

ٓ
َ ٱفِ�َ�ا

َّ
جْرٌ عَظِيمٌ  ۥٓعِندَهُ  �

َ
 أ

• ... ...    

Predicted Answers from Top 20 retrieved passages (psgs.) 

Top answer from 20 passages Top 2 answers from 20 passages Top 3 answers from 20 passages 

•  
۟
هِدُوا

ٰ
مْ ِ�� سَبِيلِ  وَجَ

ُ
نفُسِك

َ
مْ وَأ

ُ
لِك مْوَٰ

َ
ِ ٱبِأ

َّ
� 

نفُسِهِمْ  •
َ
لِهِمْ وَأ مْوَٰ

َ
 بِأ

۟
هِدُوا

ٰ
 يُجَ

هِدُونَ وٱ •
ٰ

جَ
ُ ْ
ِ ٱِ�� سَبِيلِ  �

َّ
لِهِمْ  � مْوَٰ

َ
بِأ

نفُسِهِمْ 
َ
 وَأ

• ... 

مْ ِ�� سَبِيلِ  •
ُ

نفُسِك
َ
مْ وَأ

ُ
لِك مْوَٰ

َ
 بِأ

۟
هِدُوا

ٰ
ِ ٱوَجَ

َّ
� 

لِهِمْ  • مْوَٰ
َ
 بِأ

۟
هِدُوا

ٰ
نفُسِهِمْ  يُجَ

َ
 وَأ

هِدُونَ وٱ •
ٰ

جَ
ُ ْ
ِ ٱِ�� سَبِيلِ  �

َّ
لِهِمْ  � مْوَٰ

َ
بِأ

نفُسِهِمْ 
َ
 وَأ

• ... 

مْ ِ�� سَبِيلِ  •
ُ

نفُسِك
َ
مْ وَأ

ُ
لِك مْوَٰ

َ
 بِأ

۟
هِدُوا

ٰ
ِ ٱوَجَ

َّ
� 

نفُسِهِمْ  •
َ
لِهِمْ وَأ مْوَٰ

َ
 بِأ

۟
هِدُوا

ٰ
 يُجَ

هِدُونَ وٱ •
ٰ

جَ
ُ ْ
ِ ٱِ�� سَبِيلِ  �

َّ
لِهِمْ  � مْوَٰ

َ
بِأ

نفُسِهِمْ 
َ
 وَأ

• ... 

 

 Figure 6.5. A partially successful example of a multi-answer question. Not all answer
components or occurrences were extracted and returned. The three dots "..." in
paragraphs indicate omitted text for space considerations.

forms in more than one location in the Qur’an. In essence, the evaluation should be

adapted to support two user satisfaction scenarios. In the first scenario, the user would

be satisfied to get any one occurrence of an answer to his/her question from the system;

as such, the repeated occurrences of the answer can be ignored in the evaluation. In the

second scenario (which is the scenario adopted above), the user would anticipate getting

all occurrences of an answer to his/her question. We note that the evaluation measures

proposed for the AyaTEC dataset in section 3.1.6 were designed to cater for both user
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mQ370 

Some gold Passages: 10:3-6\t370, 20:102-113\t370, 43:81-89\t370, 53:19-30\t370 

 ؟�� شروط الشفاعةما  السؤال:

Question: What are the conditions of intercession? 

Gold Answer(s)-الإجابات الذهبية Gold Qur’anic Passages  القرآنية اتالفقر   الذهبية  

نِھِ  •
ْ
 مِنۢ َ�عْدِ إِذ

َّ
فِيعٍ إِلا

َ
مُ  ۦمَا مِن ش

ُ
ك ُ ٱإِنَّ رَ�َّ

َّ
ذِىٱ �

َّ
قَ  ل

َ
ل

َ
تِ ٱخ

ٰ
وَ مَٰ رْضَ ٱوَ  لسَّ

َ ْ
مَّ  لأ

ُ
امٍ ث يَّ

َ
ةِ أ �  سْتَوَىٰ ٱِ�� سِتَّ

َ
عَرْشِ ٱعَ�

ْ
رُ  ل يُدَبِّ

مْرَ ٱ
َ ْ
نِھِ  لأ

ْ
 مِنۢ َ�عْدِ إِذ

َّ
فِيعٍ إِلا
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ُ
لِك
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َّ
ك

َ
ذ
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لا

َ
ف

َ
 إِنَّ  .... أ

فِ ٱِ�� 
َٰ
تِل

ْ
يْلِ ٱ خ

َّ
َ�ارِ ٱوَ  ل قَ  ل�َّ

َ
ل

َ
ُ ٱوَمَا خ

َّ
تِ ٱِ��  �

ٰ
وَ مَٰ رْضِ ٱوَ  لسَّ

َ ْ
قُونَ  لأ وْمٍ يَتَّ

َ
ق ِ

ّ
تٍ ل

ٰ
 .لَءَايَ

ھُ  •
َ
ذِنَ ل

َ
نُ ٱمَنْ أ حْمَٰ ھُ  لرَّ

َ
ىَ ل   ۥوَرَ�ىِ

ً
وْلا

َ
ورِ ٱيَوْمَ يُنفَخُ ِ��  ق رُ  لصُّ

ُ
حْش

َ
جْرِمِ�نَ ٱوَن

ُ ْ
ا �

ً
كَ  .... يَوْمَئِذٍ زُرْق

َ
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ُ
ل
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جِبَالِ ٱعَنِ  وَيَسْـ

ْ
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َ
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َ
يَذ

َ
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َّ
مْتًا لا

َ
 أ
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رَىٰ فِ�َ�ا عِوَجًا وَلا
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اِ��َ ٱ ھُ  لدَّ
َ
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عَتِ  ۥلا
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َ ْ
 هَمْسًا لأ

َّ
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َ
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ُ
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ھُ إِلا
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ً
وْلا
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َٰ
ذ

َ
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ُ
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ٰ
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ْ
نزَل

َ
أ

نَا فِيھِ مِنَ 
ْ
ف وَعِيدِ ٱوَصَرَّ

ْ
رًا ل

ْ
هُمْ ذِك

َ
 ل

ُ
وْ يُحْدِث

َ
قُونَ أ هُمْ يَتَّ

َّ
عَل

َ
 .ل

هِدَ بِ  •
َ

حَقِّ ٱمَن ش
ْ

لُ  � وَّ
َ
 أ

۠
ا

َ
ن

َ
أ

َ
دٌ ف

َ
نِ وَل حْمَٰ انَ لِلرَّ

َ
لْ إِن �

ُ
بِدِينَ ٱق

ٰ
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ْ
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ٰ
تِ ٱرَبِّ  سُبْحَ

ٰ
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ْ
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َ
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۟
قُوا

َٰ
ىٰ يُل  حَ�َّ

۟
عَبُوا

ْ
 وََ�ل

۟
وضُوا

ُ
ذِىٱيَخ

َّ
  ... .يُوعَدُونَ  ل

َ
 وَلا

ذِينَ ٱيَمْلِكُ 
َّ
 ٱيَدْعُونَ مِن دُونِھِ  ل

َ
عَة

ٰ
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َّ
هِدَ بِ إِلا

َ
حَقِّ ٱمَن ش

ْ
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ْ
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ُ
�

َ
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َ
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َ
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ٓ َ
ؤُلا

ٰٓ
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 َ�عْل
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مٌ ف
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ْ
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 ٱ ف
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ل ن مَّ تِ ٱمِّ
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ا إِلا

ًٔ
يْـ

َ
عَُ�ُ�مْ ش

ٰ
فَ

َ
ِ�ى ش

ْ
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ُ
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َ
لا

نَ 
َ
ذ

ْ
ن يَأ
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ُ ٱمِنۢ َ�عْدِ أ
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ٓ
ا
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َ
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سْمِيَة

َ
ىٰ ٱ�

َ
ن�

ُ ْ
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ُ
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ْ
عِل

ْ
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كَ هُوَ أ إِنَّ رَ�َّ
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• ... ...    
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وَ مَٰ ِ�ى  لسَّ

ْ
غ

ُ
� 

َ
لا

 
َّ

ا إِلا
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َ
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ٰ
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ْ
غ

ُ
� 

َ
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َ
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ْ
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َ
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َ

حَقِّ ٱمَن ش
ْ

مُونَ  �
َ
 وَهُمْ َ�عْل
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َ
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• ... 

Figure 6.6. A partially successful example of a multi-answer question. Some of the
extracted answers contain non-essential text, and not all answer occurrences were
extracted and returned. The three dots "..." in paragraphs indicate omitted text for
space considerations.

satisfaction scenarios, by exploiting the additional data components developed for each

multi-answer question in AyaTEC: an answer-instance set and a verse-to-instances map

(as described in section 3.1.3.3). Similar data components can be developed for the

questions in QRCD to facilitate the evaluation that supports the first user satisfaction

scenario.
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sQ217 (success due to term overlap) 

All gold Passages: 18:25-26\t217 

 

 ؟كم نام أهل الكهف السؤال:

Question: How long did the cavemen sleep? 

Gold Answer(s)- الذهبية اتالإجاب  Gold Qur’anic Passage(s)   القرآنية الفقرات  الذهبية  

ةٍ سِنِ�نَ وَ  •
َ
ئ

۟
 مِا

َ
ث

َٰ
ل

َ
 ٱث

۟
هْفِهِمْ  ِ�سْعًا زْدَادُوا

َ
 ِ�� ك

۟
وا

ُ
بِث

َ
ةٍ سِنِ�نَ وَ وَل

َ
ئ

۟
 مِا

َ
ث

َٰ
ل

َ
 ٱث

۟
لِ . ِ�سْعًا زْدَادُوا

ُ
ُ ٱ ق

َّ
ھُ  �

َ
 ل

۟
وا

ُ
بِث

َ
مُ بِمَا ل

َ
عْل

َ
يْبُ  ۥأ

َ
غ

تِ ٱ
ٰ

وَ مَٰ رْضِ ٱوَ  لسَّ
َ ْ
بْصِرْ بِھِ  لأ

َ
ن دُونِھِ  ۦأ هُم مِّ

َ
سْمِعْ مَا ل

َ
مِھِ  ۦوَأ

ْ
رِكُ ِ�� حُك

ْ
 ُ�ش

َ
  ۦٓمِن وَِ�ّ�ٍ وَلا

حَدًا
َ
 .أ

Predicted Answers from Top 20 retrieved passages (psgs.) 

Top answer from 20 passages Top 2 answers from 20 passages Top 3 answers from 20 passages 
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َ
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َ
هْفِهِمْ ث

َ
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۟
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ُ
بِث

َ
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۟
 ِ�سْعًا زْدَادُوا

• ... 
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َ
ئ

۟
 مِا

َ
ث

َٰ
ل

َ
هْفِهِمْ ث

َ
 ِ�� ك

۟
وا

ُ
بِث

َ
وَل

 ٱوَ 
۟
 ِ�سْعًا زْدَادُوا

• ... 

ةٍ سِنِ�نَ  •
َ
ئ

۟
 مِا

َ
ث

َٰ
ل

َ
هْفِهِمْ ث

َ
 ِ�� ك

۟
وا

ُ
بِث

َ
وَل

 ٱوَ 
۟
 ِ�سْعًا زْدَادُوا

• ... 

 

Figure 6.7. A partially successful example of a single-answer question correctly
answered but with non-essential text (three words) included.

6.2.4. Exploring the Question Answering Capability of ChatGPT over the Holy Qur’an

Despite its recency, ChatGPT has gained popularity due to its remarkable (but

occasionally flawed) effectiveness on a fleet of downstream tasks including question

answering, extraction, summarization among others. It is a generative (decoder-only)

pre-trained language model further fine-tuned using reinforcement learning from hu-

man feedback. It leveraged the same methodology adopted in training its predecessor

InstructGPT [103], but utilizing a different data collection setup1. We perceive it as a

multi-task learning model.

Out of curiosity, we showcase in Figure 6.8 through Figure 6.13, a number of

QA examples using ChatGPT on the Holy Qur’an. We selected the same three questions

exhibited in Figures 6.2, 6.4 and 6.7, respectively, to get a feel of the extractive QA

capability of ChatGPT in comparison to our QA system. For every question, two

experiments were conducted. In the first experiment, the prompts are composed of the

question with an instruction to direct ChatGPT to find/extract the answer(s) from the

Holy Qur’an, while in the second experiment, the prompt is composed of the question in

1https://openai.com/blog/chatgpt/
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  استخرج من الفقرة القرآنیة الآتیة نصا یجیب السؤال
 

 استخرج من القرآن الكریم نصا أو نصوصا تجیب السؤال
 جیب السؤالیاستخرج من القرآن الكریم نصا 

 

 

 ؟من هم الملائكة المذ�ورون �� القرآن السؤال:

Question: Who are the angels mentioned in Qur’an? 

 

 

 

 

 

2:87-88\t241" 

 ؟من هم الملائكة المذ�ورون �� القرآن استخرج من الفقرة القرآنية الآتية نصا يجيب السؤال

Figure 6.8. A failure example of a multi-answer question (from Figure 6.2) using
ChatGPT over the Holy Qur’an. ChatGPT predicted flawed answers to the slightly
different prompts used with the same question.

addition to the Qur’anic passage to which ChatGPT should extract the answer(s) from

(thus, simulating the task of an extractive MRC Reader). Surprisingly, the behavior of

ChatGPT was inconsistent with sporadic success cases and many failures.

For the multi-answer question in Figure 6.8, ChatGPT failed to list the names of

the angels mentioned in the Qur’an when the prompt included the explicit instruction

to extract text from the Qur’an. On the other hand, when the this instruction was

removed, ChatGPT listed a mix of correct and wrong names of angels with some made
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 ؟من هم الملائكة المذ�ورون �� القرآن استخرج من الفقرة القرآنية الآتية نصا يجيب السؤال

من كان عدوا � وملائكتھ ورسلھ . على قلبك بإذن الله مصدقا لما بین یدیھ وھدى وبشرى للمؤمنینقل من كان عدوا لجبریل فإنھ نزلھ 
أوكلما عاھدوا عھدا نبذه فریق منھم بل . ولقد أنزلنا إلیك آیات بینات وما یكفر بھا إلا الفاسقون. وجبریل ومیكال فإن الله عدو للكافرین

عند الله مصدق لما معھم نبذ فریق من الذین أوتوا الكتاب كتاب الله وراء ظھورھم كأنھم لا ولما جاءھم رسول من . أكثرھم لا یؤمنون
 .یعلمون

 ؟من هم الملائكة المذ�ورون �� القرآن السؤال:

Question: Who are the angels mentioned in Qur’an? 

 
 

 

 

Figure 6.9. A success example of a multi-answer question using ChatGPT over a
Qur’anic passage (the second gold passage for the question in Figure 6.2). Using the
Uthmani and simple-clean script versions of the Qura’nic passage did not have an
effect on the predicted answer, except in the spelling of the second angel name.

up/incorrect duties. On the contrary, in Figure 6.9, ChatGPT succeeded in extracting

the names of the two angels mentioned in the given Qur’anic passage. However, this

success is not always warranted as ChatGPT failed to extract the name of the angel

in the first gold Qur’anic passage in Figure 6.2 (example not displayed). Surprisingly,

ChatGPT was be able to process the Uthmani (heavily diacritized) script as well as the

simple-clean script of the Qur’anic text, seamlessly (as shown in Figure 6.9).

For the single-answer question in Figure 6.10, the prompt given to ChatGPT in

the second example worked much better than the first, by predicting a partially correct

answer, but with two serious problems: i) the verse label/ID is wrong; it should be

Al-Nisa’a:92 instead of Al-Baqara:178, and ii) the last part of the presumably extracted
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  استخرج من الفقرة القرآنیة الآتیة نصا یجیب السؤال
 

 استخرج من القرآن الكریم نصا أو نصوصا تجیب السؤال
 جیب السؤالیاستخرج من القرآن الكریم نصا 

 
 استخرج من القرآن الكریم جمیع النصوص التي تجیب السؤال ما ھي عقوبة القتل خطأ؟

 ؟أما �� عقو�ة القتل خط السؤالجیب یاستخرج من القرآن الكریم نصا 

 ؟أما �� عقو�ة القتل خط السؤال:

Question: What is the punishment for wrongful murder? 

 
(a) 

 
(b) 
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�ٱِ��  ل

َ
تْ�

َ
ق

ْ
حُرُّ ٱ ل

ْ
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مَنْ عُفِىَ  لأ

َ
ف

ھُ 
َ
  ۥل

َ
ىْءٌ ف

َ
خِيھِ �ى
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Figure 6.10. Two ChatGPT examples. (a) A failure example, and (b) a partially
successful example for the same single-answer question (from Figure 6.4) using
ChatGPT over the Holy Qur’an. The slight change in the instruction text included in
the prompt of the second example (b) has drastically affected the predicted answer.

verse is fabricated by ChatGPT, and does not make sense! This is a serious issue, as

a novice person may not know that this is not the correct verse text nor the correct

verse label/ID. In Figure 6.11, ChatGPT did a better job given the Qura’nic passage. It

extracted the correct answer, but with some non-essential text included. Interestingly,

the English translation that appears below the answer suggest that some form of cross-

lingual transfer is being deployed.

The above failure cases of ChatGPT when asked to answer questions without

providing the corresponding Qur’anic passages were not surprising because they were

similar to the failure cases of our end-to-end QA system. Whereas, the failure example

of ChatGPT with the single-answer question in Figure 6.12 was quite surprising given
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 ؟أما �� عقو�ة القتل خط السؤال:

Question: What is the punishment for wrongful murder? 

 
 

 

 

Figure 6.11. A partially successful example of a single-answer question using
ChatGPT over a Qur’anic passage (the gold passage for the question in Figure 6.4).
The answer is correct, but it includes non-essential text.

that the question is a factoid question that our QA system has correctly answered.

Moreover, With ChatGPT also succeeding (partially) in extracting the answer

to the question from the given Qur’anic passage in the example of Figure 6.13, this

suggests that the extractive MRC task over Qur’anic passages is relatively easier than the

much harder QA task over the whole Holy Qur’an. This finding resonates well with our

results and findings regarding the performance of our extractive CL-AraBERT reader

and the end-to-end QA system.

The above analysis and concerns related to ChatGPT’s prediction of answerswith

incorrect Qur’anic verses or flawed answers are an eye opener to the need for intelligent

multi-entity fake detection techniques. This may include fake-verse detection, fake-

fatwa detection, fake-hadith detection, among others. Such a need is of paramount

importance not only due to the sensitivity of the QA task on the holy book, but also
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 ؟كم نام أهل الكهف السؤال:

Question: How long did the cavemen sleep? 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.12. A failure example of a single-answer question (from Figure 6.7) using
ChatGPT over the Holy Qur’an. ChatGPT predicted flawed answers to the two slightly
different prompts used with the same question.
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Question: How long did the cavemen sleep? 

 
 

 

 
 

Figure 6.13. A partially successful example of a single-answer question using
ChatGPT over a Qur’anic passage (the gold passage for the question in Figure 6.7).
The answer is correct, but it includes non-essential text.

as a shield against the generative rather than extractive nature of decoder-only language

model architectures, such as GPT and its descendants. Also, not overlooking the risk

of bias due to training these huge language models using existing resources that may

include anti-Islam and anti-Qur’an content, let alone fake content.
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6.3. General Implications

The research work in this dissertation has several theoretical and practical im-

plications that we summarize below.

• QRCD encouraging further research on the problem. We note that the

attained scores by the end-to-end QA system, the best performing CL-AraBERT

reader and the retriever are relatively modest. This implies that the QRCD

dataset is challenging enough to hopefully trigger further development of state-

of-the-art QA and MRC models to enhance performance on this dataset and the

task, especially for non-factoid and multi-answer questions. Moreover, being

the first extractive Arabic MRC dataset on the Holy Qur’an, QRCD would

provide a common experimental testbed for evaluating and fairly comparing the

performance of future research work on this task.

• Leveraging CL-AraBERT for other NLP CA-related tasks. In a broader

context, and based on the promising finding regarding the improvements brought

upon by classical pre-training, our further pre-trained CL-AraBERT model can

also be exploited for developing other NLP tasks on the Holy Qur’an and CA

text, such as detecting semantic similarity between Qur’anic verses, and question

answering on Hadith or Exegeses of Qur’an.

• Facilitating partial-matching evaluation for other tasks. On the evaluation

front, we believe that the introduced Partial Average Precision (pAP ) measure

and the novel matching method (of predictions against ground truths) addresses

an existing gap in the literature, not only in the context of evaluating multi-

answer questions, but also in the context of evaluating other similar NLP tasks
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where ground truth is composed of more than one span component that might

be partially-matched by the systems; e.g., the task of Named Entity Recognition

(NER) in tweets. We note that the notion of partial matching, addressed in

Section 3.2.3.1, can also be applied to other rank-based measures, such as

nDCG.

• Facilitating better understanding of the returned Qur’anic answers through

knowledge enhanced QA. Acknowledging that even native Arabic speaking

Muslims may find understanding some of the Qur’anic verses quite challenging,

it was important for our QA system to keep track and return with each answer

the chapter and verse numbers of the Qur’anic passage(s) to which the predicted

answers were extracted from. This would facilitate future enhancements on the

QA system to exploit the plethora of structured and unstructured Qur’an related

resources that would aid in better understanding the returned answers, such as

MSA interpretations (Tafseer) of the Holy Qur’an, Hadith in addition to ontolo-

gies and knowledge bases. Exploring ways for incorporating this knowledge is

a key future direction [148]. Interesting approaches to incorporate knowledge

are those that exploit pre-trained language models as knowledge bases [107].

• Prototyping the QA system as a mobile app. To promote the practical use of

the QA system and its future enhancements, it would be worthwhile to exploit

mobile technology and prototype it as a mobile app. Integrating the QA system

as an additional feature in mature and professional mobile apps on the Holy

Qur’an could be a faster track than developing it as a Web app.
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CHAPTER 7: CONCLUSION AND FUTURE WORK

We conclude this dissertation by summarizing the main findings, contributions

and future directions of this research work, before listing the published and submitted

publications that are related to this work.

7.1. Conclusion

In this dissertation, we have addressed the need for intelligent machine reading

at scale over the Holy Qur’an, given the permanent interest of inquisitors and knowledge

seekers in this fertile knowledge resource. We developed the pipelined retriever-reader

architecture to constitute (to the best of our knowledge) the first extractive MRS QA

system on the Holy Qur’an. First, a sparse passage retriever was developed over an

index of Qur’anic passages expanded with Qur’an-related MSA resources to help in

bridging the gap between questions in MSA and their answers in Qur’anic Classical

Arabic. Second, we introduced CL-AraBERT (CLassical AraBERT), a new AraBERT-

based [23] pre-trained model that is further pre-trained on about 1.05B-word Classical

Arabic dataset (after being initially pre-trained on MSA datasets), to make it a better fit

for NLP tasks on CA text such as the Holy Qur’an. Third, we leverage cross-lingual

transfer learning fromMSA toCA, and fine-tuneCL-AraBERT as a reader using a couple

of MSA-based MRC datasets followed by fine-tuning it on our QRCD dataset, to bridge

the MSA-to-CA gap, and circumvent the lack of large MRC datasets in CA. Finally, the

retriever-reader architecture is completed by feeding the returned top Qur’anic passages

by the retriever as input to the reader for answer extraction.

We have also addressed the absence of fully-reusable QA datasets on the Holy

Qur’an by first introducing AyaTEC, a verse-based QA dataset that we further extend
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to develop QRCD, as the first extractive Qur’anic Reading Comprehension Dataset

that adopts the same format of SQuAD v1.1 [111]. Each of the two datasets serves

as a common experimental test-bed to fairly compare systems, as well as a Qur’anic

training resource for QA and MRC models. For the work in this dissertation, we have

used QRCD, which is composed of 1,337 question-passage-answer triplets for 1,093

questions posed in MSA (covering both single-answer and multi-answer questions) that

are coupled with their corresponding curated passages from the Qur’an. With the

inclusion of multi-answer questions, QRCD presents an additional challenge to MRC

and QA tasks.

The need to evaluate the CL-AraBERT reader and the end-to-end QA system on

multi-answer questions was an eyeopener to the absence in the literature of rank-based

evaluation measures that can fairly integrate partial matching for MRC and QA tasks

on datasets with multi-answer questions. As such, we introduced a simple yet novel

method to fairly (and partially) match the predicted answers against their respective

gold answers, which we employed in the proposed Partial Average Precision pAP rank-

based measure; pAP is an adapted version of the traditional Average Precision measure

to integrate partial matching.

We have demonstrated the effective contribution of expanding the Qur’anic

passages with corresponding MSA resources, in assisting the retriever to mitigate the

MSA-to-CA gap.

Moreover, we empirically showed that the fine-tuned CL-AraBERT readermodel

significantly outperformed the similarly fine-tunedAraBERTbaselinemodel. In general,

the CL-AraBERT reader performed better on single-answer questions in comparison to

multi-answer questions. Furthermore, it has also outperformed the baseline over both
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types of questions. However, despite the essential contribution of fine-tuning with the

MSA datasets, relying exclusively on those datasets (without MRC datasets in CA,

such as QRCD) was shown to be only sub-optimal for our reader models. This finding

demonstrates the relatively high impact of the QRCD dataset, despite its modest size.

Performance evaluation of the CL-AraBERT reader and the end-to-end QA

system were relatively modest suggesting that the MRC and QA tasks over datasets

with multi-answer questions are hard. We believe there is ample room for improving

their performance. As such, we make the CL-AraBERT model and the QRCD dataset

publicly available to the research community hoping to elicit state-of-the-art research

on Arabic MRC, QA and NLP on the Holy Qur’an and Classical Arabic text, such as

Hadith, Exegeses of Qur’an and beyond.

We conclude with a word of caution concerning the unstructured topic diversity

of the Holy Qur’an, which poses a very critical challenge to machine learning (ML)

and artificial intelligence (AI) approaches, not to generate results out of their intended

context. Therefore, we, as researchers, should be extra cautious of using the results of

learned models without the involvement of Qur’an scholars. Bashir, Azmi, Nawaz, et

al. [35] discuss the caveats and potential pitfalls in the Qur’anic NLP research that we

should be wary of.

7.2. Future Work

Future work to enhance the performance of the QA system include several paths

that could be sought with respect to the components of the retriever-reader architecture

and their integration.

• Enhancing the performance of the retriever component. Not overlooking
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the significant impact of document expansion with MSA Qur’an related ap-

proaches that we have adopted, a hybrid of dense (embedding-based) and sparse

bag-of-words (keyword-based) retrieval could be sought to combine the benefits

of both paradigms. The simplest is to re-rank the retrieved passages returned

by the BM25 index search using a neural ranker that casts the problem as a

relevance classification problem [82], [101]. Alternatively, other variant archi-

tectures of dense retrieval can be used, such as representation-based [53], [68],

interactive-based [100] and representation-interactive [72] retrievers. More ad-

vanced approaches such as multi-step retrieval [25], [93] are other paths to

consider for addressing the challenge of multi-answer questions that may require

multi-hop reasoning.

• Enhancing the performance of the reader component. To enhance perfor-

mance over multi-answer questions, we may consider casting the reading com-

prehension task as a sequence tagging problem to increase the probability of

predicting and discovering all the answer components. To enhance multi-verse

reasoning, over both question types, coreference resolution can be improved

by exploiting the QurAna corpus by Sharaf and Atwell [121], which is a large

corpus of the Qur’an annotated with pronominal anaphora. Other alternatives

to consider include multi-hop reasoning [142] and reinforcement learning.

To further enhance transfer learning through pre-trained language models, we

can use the more recent released versions of AraBERT (AraBERTv0.2 base and

large).1 Alternatively, other Arabic BERT-like or transformer-based models that

were trained on MSA resources, such as ARBERT [7], AraELECTRA [24],

1https://github.com/aub-mind/arabert
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AraBART [50] are worth further pre-training using the Classical Arabic corpus

to compare their performance on the QRCD dataset with CL-AraBERT.

Moreover, using variant transformer-based models with encoder-only, decoder-

only, or encoder-decoder architectures that outperformed BERT on many NLP

tasks, can be another possible future direction. Some of the most prominent

post-BERT models that performed well on the reading comprehension task

include XLNet [141], RoBERTa [83], GPT-3 [37], BART [78], SpanBERT [66],

DeBERTa [63], InstructGPT [103] and ChatGPT among others.

• Evolving the QA system on the Holy Qur’an into a web/mobile application.

To promote the practical use of the QA system and its future enhancements,

it would be worthwhile to develop it as an open source software product with

an API to facilitate its future growth and presence as a web and/or mobile

application.

• Organizing another shared task for "Qur’an QA”. Planning to organize a

more challenging shared task on Qur’an QA that entails developing an end-to-

end QA system rather than just an MRC reader.

• Developing a QA system on Hadith. With the Hadith being the second source

of knowledge and guidance for Muslims that complements and explains the

Qur’an, it would be a natural future direction to develop a QA system on this

rich resource, and an opportunity to exploit the further pre-trainedCL-AraBERT.

Moreover, the Hadith knowledge itself (being simpler than the Qur’an) can be

used to explain the answers drawn from the QA system on Qur’an to make it a

knowledge enhanced QA system (as mentioned in Section 6.3).
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7.3. Published Publications

In this section, we list the related publications to this work. The first three

publications are directly related to two of the core chapters in this dissertation. The first

is a published journal article related to Chapter 3. The second is a published journal

article, which is related to Chapter 3 and Chapter 5. The third is an overview of the

shared task that we have organized in the context of OSACT 2022 workshop, which has

appeared in the proceedings of the conference hosting this workshop. The overview

paper is also related to Chapter 3 and Chapter 5 in addition to Section 2.5. As for the last

two publications, they are on question answering research conducted during my early

years of study in the PhD program.

1. R. Malhas and T. Elsayed, “AyaTEC: Building a reusable verse-based test

collection forArabic question answering on theHolyQur’an,”ACMTransactions

on Asian and Low-Resource Language Information Processing, vol. 19, no. 6,

pp. 1–21, Nov. 2020

2. R. Malhas and T. Elsayed, “Arabic Machine Reading Comprehension on the

Holy Qur’an using CL-AraBERT,” Information Processing & Management,

vol. 59, no. 6, Nov. 2022

3. R. Malhas, W. Mansour, and T. Elsayed, “Qur’an QA 2022: Overview of the

first shared task on question answering over the Holy Qur’an,” in Proceedings

of the 5th Workshop on Open-Source Arabic Corpora and Processing Tools

(OSACT5) at the 13th Language Resources and Evaluation Conference (LREC

2022), 2022, pp. 79–87
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4. R. Malhas, M. Torki, andT. Elsayed, “QU-IR at SemEval 2016Task 3: Learning

to rank onArabic community question answering forumswithword embedding,”

Association for Computational Linguistics (ACL), 2016

5. R. Malhas, M. Torki, R. Ali, T. Elsayed, and E. Yulianti, “Real, live, and concise:

Answering open-domain questions with word embedding and summarization.,”

in TREC, 2016
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APPENDIX A: EVALUATION EXAMPLE FOR VERSE-BASED ANSWERS

In this appendix, we present a full example for evaluating a QA system that

returns answers in terms of Qur’anic verses. Figure A.1 showcases the evaluation of

a system on a multi-answer question assuming two evaluation scenarios, as explained

in Section 3.1.6. The first scenario evaluates the system for retrieving any occurrence

of answer instances (step (3) in Figure A.1), while the second evaluates the system for

retrieving all occurrences of answer instances (step (4) in Figure A.1).

Figure A.1. Evaluation example of a system’s response to a multi-answer question.
The answers are verse-based.
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APPENDIX B: EVALUATION EXAMPLE FOR SPAN-BASED ANSWERS

In this appendix, we present a full example for evaluating extractive QA/MRC

systems (that return answers as spans of text). Figure B.1 shows how the proposed

rank-based measure (Partial Average Precision) pAP is computed, as explained in

Section 3.2.3. The example compares the performance of two different systems given

the same multi-answer question, to showcase its fairness. System A attains a better

pAP score than system B although both predict the same set of answers but in different

ordering. pAP perfectly rewards system A since it exactly predicts the two correct

answers at ranks 1 and 2, while system B predicts the first correct answer partially at

rank 1, and predicts the second answer exactly at rank 4.
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Figure B.1. Full example of how pAP evaluation measure is computed given the
returned answers of two different systems on the same multi-answer question. The
answers are span-based.
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