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ARTICLE INFO ABSTRACT
Keywords: Transformative artificially intelligent tools, such as ChatGPT, designed to generate sophisticated text indistin-
Conversational agent guishable from that produced by a human, are applicable across a wide range of contexts. The technology

Generative artificial intelligence
Generative Al

ChatGPT

Large language models

presents opportunities as well as, often ethical and legal, challenges, and has the potential for both positive and
negative impacts for organisations, society, and individuals. Offering multi-disciplinary insight into some of
these, this article brings together 43 contributions from experts in fields such as computer science, marketing,
information systems, education, policy, hospitality and tourism, management, publishing, and nursing. The
contributors acknowledge ChatGPT’s capabilities to enhance productivity and suggest that it is likely to offer
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significant gains in the banking, hospitality and tourism, and information technology industries, and enhance
business activities, such as management and marketing. Nevertheless, they also consider its limitations, dis-
ruptions to practices, threats to privacy and security, and consequences of biases, misuse, and misinformation.
However, opinion is split on whether ChatGPT’s use should be restricted or legislated. Drawing on these con-
tributions, the article identifies questions requiring further research across three thematic areas: knowledge,
transparency, and ethics; digital transformation of organisations and societies; and teaching, learning, and
scholarly research. The avenues for further research include: identifying skills, resources, and capabilities needed
to handle generative Al; examining biases of generative Al attributable to training datasets and processes;
exploring business and societal contexts best suited for generative Al implementation; determining optimal
combinations of human and generative Al for various tasks; identifying ways to assess accuracy of text produced
by generative Al; and uncovering the ethical and legal issues in using generative Al across different contexts.

1. Introduction

Artificial Intelligence (AI) has significantly impacted organisations,
societies, and individuals. It offers systematic capabilities of reasoning
based on inputs and learning via the differences of expected outcomes as
it predicts and adapts to changes in its ecosystems and stimulus that the
system receives from its external environment. When AI was in its
formative years, the focus of algorithms was generally restricted to su-
pervised and unsupervised learning, whereby it borrowed inspiration
from biological organisms and physical properties of nature and estab-
lished these properties computationally to solve data intensive problems
(Kar, 2016). However, traditional Al algorithms needed structured data
for both model building and information processing. These older and
more established Al algorithms such as neural networks, genetic algo-
rithms, decision trees, random forests, support vector machines,
k-means clustering and many more (Duan et al., 2019), were somewhat
restricted in their capabilities due to these limitations.

Newer Al algorithms have evolved over time and can now process
data in their natural form, hence mining unstructured data such as raw
text and images is feasible. Al algorithms such as deep learning and
reinforcement learning have now evolved where specific algorithms
such as convoluted neural networks and recurrent neural networks have
gained prominence for being able to analyse images, audio, and even
video (LeCun et al., 2015). Furthermore, industrial needs involving text
mining and natural language processing (NLP) have grown in demand
triggering the development and growth of algorithms which could run
on unstructured data. Algorithms such as Bidirectional Encoder Repre-
sentations from Transformers (BERT), Long short-term memory (LSTM) and
language models have gained prominence for industrial automation
(Guan et al., 2019; Kushwaha and Kar, 2021). Many of these algorithms
were heavily dependent on two resources: (1) abundant data for the
algorithms to train and operate upon, and (2) very elaborate computa-
tional resources to deploy and run the algorithms. However, real-world
applications did not have access to high computational resources,
especially when deployed. Over time, newer models of Al such as
federated learning and tiny machine learning (ML) algorithms were
developed and adopted in industrial applications (Li et al., 2020a,
2020b). Many of these applications created scenarios, where data were
not available to initially train these algorithms, called the cold start
problem. If data were not available, how would these applications learn
patterns and predict future trends? This started developments in rein-
forcement learning and industrial applications of reinforcement learning
gained prominence in both marketing and financial management ap-
plications (Singh et al., 2022a, 2022b).

In parallel to the ongoing development of Al algorithms, the litera-
ture has seen an increased level of chatbot related studies (Lokman and
Ameedeen, 2018). Chatbots traditionally used NLP to respond to queries
raised by the user, while mapping it to the best possible response sets
available in the system. In order to provide real time feedback to cus-
tomers, chatbots have adopted language models along with deep
learning while addressing NLP problems (Bellegarda, 2004; Melis et al.,
2017; Kushwaha and Kar, 2021). The recent launch of OpenAI’s
ChatGPT significantly extends the capabilities of chatbots via the

integration of deep learning and language models based on the Gener-
ative Pre-training Transformer (GPT) architecture (Radford et al., 2018).
Language models attempt to predict the likelihood of a sequence of
words a typical human interaction is likely to create through generative
and discriminative algorithms, typically through the application of deep
learning and transformer architectures of neural networks (Bengio et al.,
2000; Bellegarda, 2004; Vaswani et al., 2017). ChatGPT uses a combi-
nation of unsupervised pre-training and supervised fine-tuning to
generate human-like responses to queries and provide responses to
topics that resemble that of a human expert. The GPT-3 model is the
latest extension built on a language model with 175 billion parameters,
trained on a diverse dataset of naturally used text obtained from
different internet sources such as web pages, books, research articles and
social chatter. While current language models generally utilise deep
learning with a focus on supervised learning, future evolutionary models
may be built more on reinforcement learning (Uc-Cetina et al., 2022).

The recent widespread global adoption of ChatGPT has demon-
strated the tremendous range of use cases for the technology including
software development and testing, poetry, essays, business letters, and
contracts (Metz, 2022; Reed, 2022; Tung, 2023). However, it has also
raised a number of concerns related to the difficulty in differentiating
human versus Al authorship within academic and education commu-
nities, and renewed debate on the role of traditional human endeavours
(Else, 2023; Stokel-Walker, 2023). These challenges arise because
ChatGPT can be extensively used for NLP tasks such as text generation,
language translation, and generating answers to a plethora of questions,
engendering both positive and adverse impacts.

With this background, in this article we seek to answer the two
following research questions:

RQ1) What are the opportunities, challenges, and implications
related to generative Al technologies such as ChatGPT in the context
of education, business, and society?
RQ2) What are the most important research questions to investigate
related to generative Al technologies such as ChatGPT in the context
of education, business, and society?

The remainder of this article is structured as follows. In the next
section, we list the individual contributions of Al experts from various
disciplines including information systems (IS), computer science, data
science, marketing, management, industrial engineering, nursing, edu-
cation, policy, hospitality and tourism, and publishing. Further, based
on the expert contributions that indicate a clear need for scientific
research on various issues related to ChatGPT, we provide a synthesised
narrative of the nature of generative Al technologies, issues underlying
their adoption and use, and directions for future research.

2. Perspectives from leading experts

In accordance with Foerster’s (2003) original proposal and multiple
subsequent studies that have followed an expert-based viewpoint on a
diverse range of IS related topics (Dwivedi et al., 2015, 2020, 2022a,a,b,
b-d), we examine the critical perspectives on the impact and core
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challenges from the widespread adoption of ChatGPT and associated
generative Al technologies. The full list of experts and their individual
contributions are listed in Table 1, dividing the contributions into five
broad categories.

2.1. Broad perspectives on generative Al

2.1.1. Contribution 1: ChatGPT: disruption and what next? - Viswanath
Venkatesh

Even saying that ChatGPT has become the talk of every town and
every person may be an understatement. It appears to have rocked the
very foundation of many a domain of work. Its basic functionality of “ask
me anything” and “I may have a good answer” has become more than a
hassle in many a domain. Let’s start with scientific knowledge, which is
disseminated in journals like this one—science is already wrestling with
what role such a technology will play. Will it be a co-author? Can it be a
co-author? The other crisis professors who create knowledge immedi-
ately face is how do they assess the students? In this short note, I am not
going to tackle or consider these and related highly valid questions. Over
the past few days, I thought it best to step back and ask broader ques-
tions, albeit spurred by more abstract ideas underlying the above valid
and yes, practical questions.

What ChatGPT has done is to be disruptive. It is not unpredictable
that something like this could have happened. It is that it has happened
suddenly and quickly. Technology, by its very nature, does evolve.
Sometimes, it is disruptive. What it does is to reshape the way in which
activities and behaviours are altered. For instance, when I was a PhD
student in the previous millennium, the access to research articles at the
click of a button was not feasible. It required going to two different
university libraries and either reading and making notes or making
copies of articles. The fact that these articles are now readily available
does make for more efficient and even more effective scientists. The skill
of finding and having a collection of the relevant articles is no longer in
demand, but the demand for another skill, the volume of the articles a
student may be expected to comprehend, emerged instead. This
technology-driven skills reorganisation can be expected to permeate in
various spheres of human life and existence. Thus, I offer the following
proposition:

2.1.1.1. P1. The skills required in the world powered by ChatGPT and
related technologies will be different.

The disruption caused by technologies in general results in chal-
lenging assumptions about the way domains have functioned. For
instance, in an article on Al systems and their impacts, we argued that
the assumptions underlying various fields in IS research were funda-
mentally altered by these new technologies (see Schuetz and Venkatesh,
2020). This will naturally extend to ChatGPT. Thus, I offer the following
proposition:

2.1.1.2. P2. The assumptions underlying various domains of research
will be impacted by ChatGPT.

Based on these two propositions, I suggest researchers go to work!
Here are a few non-exhaustive and not necessarily mutually exclusive
ideas.

2.1.1.2.1. Direction #1. The various domains that are affected by
ChatGPT should be clearly articulated and the disruptions clearly un-
derstood. This will then lead to a better delineation of what the new
world looks like and the skills needed to function in that new world. It
should be readily obvious that how this technology impacts different
professional domains and jobs will be drastically different. Various job
frameworks and skills frameworks can be leveraged for a rich
understanding.

2.1.1.2.2. Direction #2. Life, society and personal interactions will
clearly change, perhaps even more so than it did with social media and
other technologies. These changes will bear investigation.
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Table 1
Individual contributions on ChatGPT.

Contribution Title

Author (s)

2.1. Broad perspectives on generative Al

Contribution 1: ChatGPT: Disruption and
What Next?

Contribution 2: Al Platforms, ChatGPT,
and Innovation

Contribution 3: Human and Generative
Al collaboration: Lessons from
Utilitarianism

Contribution 4: ChatGPT’s biggest
disruption: Knowledge Work
Productivity

Contribution 5: ChatGPT as a Member of
Hybrid Teams

Contribution 6: ChatGPT as the New
Calculator

Contribution 7: ChatGPT for Human
Augmentation

Contribution 8: Overcoming Resistance
to Change with Al: Can ChatGPT Help
You?

2.2. Organisational and societal impacts

Contribution 9: Societal Impact of
ChatGPT

Contribution 10: The Potential of
ChatGPT: Awe, Fear, Disgust and
Transformation

Contribution 11: ChatGPT: the Digital
Transformation Challenge for
Organisations Just Became Harder

Contribution 12: Services Marketing and
Management Implications of ChatGPT

Contribution 13: Marketing in the World
of GPT-3.0 and ChatGPT: Futuristic
Reflections

Contribution 14: ChatGPT in Banking
Services

Contribution 15: Using ChatGPT in
Tourism, Travel, Transport and
Hospitality Industries

2.3. Impact on the academic sector

Contribution 16: Generative Al in
Teaching and Research: Some
Preliminary Thoughts

Contribution 17: ChatGPT: The New
Wave of Al Tools in Higher Education

Contribution 18: ChatGPT: The digital
transformation of academia is underway

Contribution 19: How to enhance critical
thinking of students, educators and
researchers in the ChatGPT era

Contribution 20: ChatGPT and Education
—Is a Symbiotic Relationship Possible?

Contribution 21: ChatGPT in the context
of education: how to deal with its
disruptive effects?

Contribution 22: The Use of ChatGPT in
Educational Institutions: Challenges,
Opportunities and Future Scope

Contribution 23: Disrupting higher
education and human communication
by Language models

Contribution 24: ChatGPT and Education
Policy and Practice

Contribution 25: How Does ChatGPT
Benefit or Harm Academic Research?

Contribution 26: ChatGPT, scholarly
writing, and publishing

Contribution 27: ChatGPT and its
potential impact on research and
publishing

Contribution 28: Magic or fast-food
writing? when transformers challenge

Viswanath Venkatesh
Marcello Mariani

Lemuria Carter and Soumyadeb
Chowdhury

Michael Wade

Alexander Richter
Wil van der Aalst
Ilias O. Pappas

Jan Pries-Heje

Rahul Dé

Robert M. Davison

Paul Walton

Jochen Wirtz

Janarthanan Balakrishnan, Rohita
Dwivedi, Samuel Ribeiro-Navarrete
and Adil S. Al-Busaidi

Emmanuel Mogaji, Mousa Ahmad
Albashrawi, Sriparna Basu and
Sangeeta Khorana

Dimitrios Buhalis

Ryan Wright and Suprateek Sarker

Siobhan O’Connor

Sven Laumer

Giampaolo Viglia

Ramakrishnan Raman, Gareth H.

Davies and Abbas Mardani
Yves Barlette

Nripendra P Rana, Jeretta Horn Nord,

Hanaa Albanna and Carlos Flavian

Marijn Janssen

Tom Crick

Varun Grover

Rameshwar Dubey and Denis Dennehy

Savvas Papagiannidis

Frantz Rowe

(continued on next page)
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Table 1 (continued)

Contribution Title Author (s)

our epistemic values in teaching and
research and our humanity

Contribution 29: Recommendations for
dealing with ChatGPT, Bard & Co. in
academic publishing

2.4. Ethical issues

Contribution 30: ChatGPT and Ethics —
‘ChatGPT Doesn’t Matter’?

Contribution 31: Good Bot or Bad Bot?
On the Ethics of ChatGPT

2.5. Challenges, opportunities, and research directions

Contribution 32: Towards a research John S. Edwards and Yanqing Duan
agenda for generative Al in education,
industry and research

Contribution 33: Use the SACE and
ADROIT Framework to Assess
Challenges, Opportunities, and Research
Agenda Related to ChatGPT

Contribution 34: ChatGPT: Challenges
and Opportunities

Contribution 35: Moving from Prediction
to Creativity: Implications of Generative
AI on Measurement of Success

Contribution 36: ChatGPT: Challenges,
Opportunities, Impact and Research
Agenda

Contribution 37: ChatGPT: Challenges,
Opportunities, Impact and Research
Agenda

Contribution 38: ChatGPT: challenges,
opportunities, impact and research
agenda

Contribution 39: Challenges,
opportunities, and impact of ChatGPT in
the IT industry

Contribution 40: Challenges of ChatGPT

Contribution 41: On the Challenges and
Opportunities of ChatGPT

Contribution 42: ChatGPT3: Technology

Paul Jones and Sascha Kraus

Laurence Brooks

Bernd C Stahl

Sunil Mithas

Margherita Pagani

Kai R. Larsen

Neeraj Pandey, Manoj Tiwari, Fevzi

Okumus and F. Tegwen Malik

Paul Latreille

Robin Gauld

Nishith Pathak

Indranil Bose

Iris Junglas and Sven-V. Rehm

Scott W. Cunningham and Mei-Chih

Development, Impact and Challenges Hu
Contribution 43: ChatGPT: A Research Manju Ahuja
Agenda

The remainder of this section showcases the 43 contributions, presented mostly
in their original and unabridged form. This approach may result in some un-
evenness and overlapping narrative but preserves the individual perspectives of
each expert as they highlight important aspects of the impact and challenges
stemming from ChatGPT and generative Al (Dwivedi et al., 2022a,b,c,d).

2.1.1.2.3. Direction #3. Underlying our research domains are as-
sumptions. One illustration of a framework of assumptions is Alvesson
and Sandberg (2011). Assumptions in various domains, many of which
often have unarticulated assumptions, will need to be articulated and
validated (see Schuetz and Venkatesh, 2020).

2.1.1.2.4. Direction #4. Not mutually exclusive from direction #3
above but equally important is that many domains may now require a
paradigm shift in Kuhnian terms. This presents an exceptional oppor-
tunity for scholars to get away from existing views and theories—ones
that perhaps do not give as much agency to technology should be
reconsidered so as to provide new theories rooted in the new paradigm.

In closing, I am neither alarmed nor not alarmed. It’s a technology.
It’s disruptive. It’s a great opportunity for science. It’s a great oppor-
tunity to grow as a society. And, when the two meet, science can help
society grow.

2.1.2. Contribution 2

2.1.2.1. Al platforms, ChatGPT, and Innovation - Marcello Mariani.

While information management (IM) and IS scholars have started dis-
cussing opportunities and challenges pertaining to Al platforms as soon
as Al technologies and systems emerged and advanced, innovation
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management researchers have been lagging behind. They focused on the
relevance of Al technologies for innovation recently, mostly after the Al
hype across (mass) media (Davenport and Ronanki, 2018). However,
innovation management researchers have rapidly understood the po-
tential relevance of Al for innovation management. This is reflected by
the field at the intersection of AI and innovation evolving rapidly in
response to calls for more studies on the multifaceted relationship be-
tween Al and innovation (see Cockburn et al., 2019).

As clear from a recent systematic literature review of the scientific
work produced on Al in innovation research (Mariani et al., 2022), so far
innovation management researchers have focused on three types of
drivers of Al adoption for innovation (economic, technological, and
social) and three types of outcomes of Al adoption (economic, compet-
itive, organisational, and innovation). Among the innovation outcomes,
the development of new technology as well as product, process and
business model innovation have been found to be relevant potential
application areas for Al

So far, not all forms of Al have been analysed in innovation man-
agement studies (Mariani et al., 2023), and generative Al has been
severely underexplored. However, the launch of multiple generative Al
platforms over the last five years (e.g., GPT3 in 2020, ChatGPT in 2022),
and more generally Large Language Models, has attracted the attention
of the media, organisations, and users. Indeed, one of the most striking
features of these generative Al platforms is that they have been adopted
massively in a short period of time: launched on November 30, 2022,
ChatGPT has been used by 1 million users in the first 5 days after its
launch.

The distinctive feature of ChatGPT is precisely its capability to
generate textual content. In just 3 months after its release, ChatGPT has
been deployed by many software developers, creative writers, scholars/
teachers, and songwriters to generate computer software and apps, text,
academic essays, song lyrics. Platform users have expressed mixed
feelings. I tried ChatGPT myself in early December asking the platform
to develop an essay on the relationships between “big data” and
“innovation management”. The result was rather disappointing as the
text seemed rather weak in terms of logical flow, inaccurate in terms of
factuality and truth, not critical in terms of elaboration of data, and
not novel. When asked to provide references and sources to back the
arguments of the essay, the software simply pulled together a list of 5
references with wrong titles associated wrongly to authors, journals and
publications years. Very much like GPT3, also ChatGPT can be poten-
tially used by journalists and software developers to generate articles/
software, but the outcome will need to be carefully double checked as
the software seems to generate inaccurate content, based on inaccu-
rately reported sources of ideas.

The absence of originality of the output generated by ChatGPT is
even more acute when it comes to products that are related to the cre-
ative industries such as song lyrics. For instance, songwriter Nick Cave
recently received from one of his fans a song’s lyrics that had been
generated by Chat-GPT based on a specific prompt: “in the style of Nick
Cave”. Disappointed by the outcome, Cave wrote in response to his fan:
“Writing a good song is not mimicry, or replication, or pastiche, it is the
opposite. It is an act of self-murder that destroys all one has strived to
produce in the past. It is those dangerous, heart-stopping departures that
catapult the artist beyond the limits of what he or she recognises as their
known self.” (Cain, 2023). The absence of originality, detected during
my own essay generation experience with ChatGPT and expressed also
by Cave, is perhaps an unimportant aspect for some routinised software
generation tasks, but it becomes clearly of paramount importance in
creative writing.

We might argue that inaccuracy, weakness in logical flow, issues of
factuality/truth, lack of critical elaboration, and non-originality of the
generated content could be the outcomes of a technology that is still
being tested. Indeed, the Al platform’s underlying deep learning models
were perhaps trained on an outdated and low-quality training set. On
the other hand, we might expect that if the training model and the data
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quality improve, the AI platform might enhance its performance.
However, it is not clear if better technical performance will lead to more
meaningful innovation outcomes. Accordingly, one of the key questions
for innovation management scholars then becomes: “Are Al platforms
(such as ChatGPT) capable to lead independently to meaningful prod-
uct, process, or business model innovation?”.

The impression is that there is no ready answer and there is a long
way before Al platforms such as ChatGPT can become an independent
agent in innovation processes and innovation management. Recent uses
of generative Al in text, movie, and music generation suggest that these
Al platforms at best can become a partner in product innovation and
value creation (Vargo et al., 2008).

In complex activities that involve several areas of the human brain,
such as creative activities and innovation activities, a good prompt ap-
pears to be not enough to allow a generative Al system to generate
independently a distinctively different and original new product. We
expect this to be even more relevant for products that involve some form
of emotional intelligence (Jena & Goyal, 2022).

To summarise, there is a long way before AI platforms such as
ChatGPT could be capable to lead independently to meaningful product,
process, or business model innovation. At best they can help enhance
human intelligence for innovation by augmenting human intelligence.
As Al platforms and the underlying technology will evolve, future
research will need to investigate if and to what extent the role played by
generative Al will be increasingly relevant in triggering innovation
outcomes.

2.1.3. Contribution 3

2.1.3.1. Human and generative Al collaboration

2.1.3.1.1. Lessons from utilitarianism -Lemuria Carter and Soumyadeb
Chowdhury. ChatGPT is a cutting-edge Al language model that leverages
generative Al techniques to provide algorithm generated conversational
responses to question prompts (van Dis et al., 2023). The outputs from
generative Al models are almost indistinguishable from
human-generated content, as they are trained using nearly everything
available on the web (for e.g., around 45 terabytes of text data in the
case of ChatGPT). The model can be trained to perform specific tasks,
such as preparing slides in a specific style, writing marketing campaigns
for a specific demographic, online gaming commentary and generating
high resolution images (Chui et al., 2022a, 2022b).

While the benefits of this new Al tool for businesses have been widely
discussed by various media outlets, it is essential to understand the
limitations of generative AI models which may lead to reputation and
legal risks, using offensive or copyrighted content, loss of privacy,
fraudulent transactions and spreading false information. In this com-
mentary, we explore the intersection of risk management and ethics in
the context of generative Al to propose four themes for future research.

2.1.3.1.2. Exploring the ethics of responsible AI: lessons from utili-
tarianism. Threats posed by ChatGPT, and similar Al bots include black-
box algorithms, discrimination and biases, vulgarity, copyright
infringement, plagiarism, fabricated unauthentic textual content, and
fake media. Hence, it is essential for organisations to understand,
manage and mitigate risks resulting from AI adoption. Ethical reviews
and bias screening should complement periodic risk assessments
because the algorithm is evolutionary in nature, i.e., the voluminous
data used to train the algorithmic models possess high velocity, het-
erogeneous and variability characteristics. The Artificial Intelligence
Risk Management Framework (“AI RMF 1.0) developed and released by
National Institute of Standards and Technology ("NIST”) can guide the
organisations developing, adopting, and implementing Al solutions to
systematically assess, understand, and manage risks, and promote
responsible usage, development, and evolution of Al tools (National
Institute of Standards and Technology, 2023). The working version of
the risk management playbook released by NIST grounded in research
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suggests that context is a significant factor to identify, assess, prioritise,
and mitigate risks (NIST, 2023). Therefore, risks related to ChatGPT
adoption in any business sector should be mapped to its context of use
and application. With regards to ChatGPT, the risk stems from the
quality, authenticity and reliability of the data used to train the model
and how model is being rectified by the human designers and
developers.

Once the risks are identified, ethical models can be used to help
determine a path forward (Ashok et al., 2022). Utilitarianism is one of
the most common approaches to making ethical decisions that does the
least harm (or most good) to individuals, society, environment, weigh-
ing both the positive and negative impact of the action (Bohm et al.,
2022). From the Al risk management perspective, the theory provides an
approach for resolving conflicts through a flexible result-oriented lens
for formulating and testing policies at each stage of the risk management
cycle. For example, the risks of adopting ChatGPT in a specific context
can be assessed by the RMF, where-as the impact and consequences of
the risks on each stakeholder can be prioritised using the utilitarianism
perspective, i.e., making a decision whether the adoption will promote
welfare compared to any other alternative. Similarly, the contextual
importance of Al adoption (in each sector for a specific application) can
enable AI developers, organisations planning to deploy AI and even
policy makers to make realistic and workable moral decisions under-
standing and weighing both the opportunities and negative implica-
tions. Therefore, Al risk management frameworks and ethical theory
perspectives should be consolidated to make socially responsible
judgements which will help ensure purposeful, cautious, reasoned, and
ethical way of leveraging generative AI models such as ChatGPT. Ac-
cording to utilitarianism, the most optimal decisions and actions related
to ChatGPT design, development, adoption, deployment, maintenance
and evolution should provide the 