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A B S T R A C T   

The present paper estimates for the first time the State of Charge (SoC) of a high capacity grid-scale lithium-ion 
battery storage system used to improve the power profile in a distribution network. The proposed long short-term 
memory (LSTM) neural network model can overcome the problems associated with the nonlinear battery model 
and adapt to the complexity and uncertainty of the estimation process. The accuracy of the developed model was 
compared with results obtained from Feed-Forward Neural Network (FFNN) topology and Deep-Feed-Forward 
Neural Network (DFFNN) topology under three different time series. The system was trained using real data 
from the Al-Manara PV power plant. The LSTM with learn-and-adapt-to-train-date properties, as well as the idea 
of “forget gate,” shows exceptional ability to determine the SoC under various ID data. The LSTM properly 
calculated the SoC for all three-time models with a maximum standard error (MSE) of less than 0.62%, while the 
FFNN and DFFNN provided a fair estimate for the SoC with MSEs of 5.37 to 9.22% and 4.03 to 7.37%, 
respectively. The promising results can lead to excellent monitoring and control of battery management systems.   

1. Introduction 

High oil costs, society's growing ecological awareness, and the 
increased market share of electric and hybrid vehicles have pushed up 
the demand for clean and sustainable energy [1–3]. On the other hand, 
many countries have adopted binding regulations to limit the emissions 
of greenhouse gases into the atmosphere. These rules and regulations 
have resulted in significant investments and implementations of 
Renewable Energy Sources (RESs) projects that provide a stable and 
economical source of power while also protecting the environment. 
According to Lucchese et al., [4] RESs have contributed to more than 
half of the capacity of the power sector in more than 140 nations since 
2011. Although renewable energy sources have numerous advantages, 
their output is intermittent and dependent on climate conditions, which 
are often unpredictable and thus affect the electrical system's reliability 
and stability. The utilization of Energy Storage Systems (ESSs) is a cre-
ative and unique way to tackle these problems and establish a balance 
between different factors such as electricity generation and demand, 
improve power quality, and reduce the cost of electricity. 

The ESSs in conjunction with Distributed Generational (DG) re-
sources are expected to play an important role in future grids [5,6]. In 
this respect, Battery Energy Storage Systems (BESSs) is one of the most 
promising developing ESS technologies for boosting power factor while 
maintaining reliable supply. To keep the BESSs reliable, safe, healthy, 
and performing well, some battery parameters, (e.g. State of Charge, 
SoC) must be monitored in real-time. The SoC is expressed as a per-
centage of available current capacity divided by nominal capacity. The 
SoC reflects the remaining capacity inside the battery to prevent over-
charging, over-discharge, and damage, as well as to maximize battery 
longevity [7]. Accurate estimation of the SoC is a sophisticated process 
due to complicated electrochemical reactions inside the battery, high 
time variance, and the non-linear relationship between the SoC and the 
battery parameter (e.g., ambient temperature) [8]. In addition, since the 
SoC is not a physical entity direct measurement of this value is not 
possible. 

Lookup Table Ways (LTWs), Coulomb Counting (CC), Model-Based 
Approach (M-BA), and Data-Driven Methods (DDMs) can be utilized to 
estimate the SoC. Although LTWs are classic and direct methods for 
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estimating the SoC by leveraging a direct mapping relationship between 
the SoC and the battery's external properties (e.g. voltage and imped-
ance), they are not ideal for online real-time SoC estimation. This is 
because the LTWs required separating the load for an extended time to 
find the relationship between the Open Circuit Voltage (OCV) and SoC 
[6,9]. 

The CC is a simple approach for estimating the SoC that involves 
integrating the discharging current over time. However, its accuracy is 
dependent on the accuracy of the current sensor used to measure the 
current value. As a result, any tiny error in the current measurement will 
result in a big error in SoC estimation. The accumulation of inaccuracies 
generated by the integration of the current overtime causes this mistake 
in the current measurement. As a result, this method can not be utilized 
alone and should be used in conjunction with other methods, limiting its 
practical application for real-time [9–11]. Electrochemical Model (EC) 
[12], Equivalent Circuit Model (ECM), and Electrochemical Impedance 
Model (EIM) [13] are three M-BA approaches that have gained popu-
larity in recent years. The battery models are stated as state equations in 
these approaches, and adaptive filters and observers are commonly 
utilized to increase accuracy and reduce uncertainty in open-loop esti-
mating methods [14]. However, because operational factors such as 
aging, ambient temperature, and environmental factors alter the values 
of model parameters, there will be higher estimation uncertainty. 

When compared to traditional and model-based estimate ap-
proaches, DDMs that involve vector machines [15], fuzzy logic [16], and 
Neural networks (NNs) show significant advantages. DDMs were iden-
tified as the best ideal algorithm for accurately predicting the behavior 
of various linear and non-linear systems. In general, the accuracy of 
predictions for certain output functions is determined by the input data 
points. This is done by combining and reasoning the process element's 
impact on the output function [17–20]. As a result, the DDMs methods 
are reliant on gathering data that can be fed into the model to build a 
mathematical link between the input data (ID) (i.e., process parameters) 
and the output data (OD) without the requirement for a prior physical 
relationship. Therefore, these methods can be successfully employed for 
accurate real-time estimation of the SoC in complex battery structures 
without the need for omitting important details. The neural networks 
(NNs) method is the most powerful tool for data-driven techniques. This 
is because it is simple, robust, accurate, and has a parallel processing 
capability. Nodes termed neutrons connect the independent and 
dependent parameters within the process to generate the OD. The 
transfer function (TF) allows each neutron to receive one or more input 
signals (IS) to contribute to the output signal during this process (OS). 
Besides that, the training time has shortened from days to hours as a 
result of the growth in computing power from Graphics Processing Units 
(GPUs) [21]. 

Previous studies on SoC measurements have selected the current, 
voltage, and temperature as ID and the predicted SoC as OD [22,23]. 
Various types of NNs can be used to estimate the SoC of batteries 
including Feed-Forward Neural Network (FFNN), Recurrent Neural 
Network (RNN), and long short-term memory (LSTM). Although the 
FFNN provides advantages in machine learning by allowing data to be 
processed independently by several neurons to achieve accurate 
moderation in a short time, the loss of neighborhood information and 
the need for more parameters to optimize limit the method's accuracy. 
Conventional RNN algorithms, on the other hand, performed well when 
dealing with time-series data because they capture the battery's non- 
linear dynamic performance due to its ability to retain past informa-
tion [24,25]. Nonetheless, one of the major drawbacks of the RNN is its 
incapability of handling long-term dependency during the training 
phase. This drawback could be influenced by past inputs, fades out 
exponentially, and causes the problem of gradient vanishing or ex-
ploding phenomena. To resolve this problem, Hochreiter and Schmid-
huber suggested a long short-term memory (LSTM) solution with an 
adaptive “forget gate” that allows an LSTM to learn to reset itself at 
opportune moments, thus freeing up internal resources [26]. 

Many researchers have used the LSTM methodology to estimate SoC 
and discovered that it outperforms other NN methods, especially in 
situations where continuous real-time SoC estimates for batteries con-
nected in series are required. It was highlighted that the LSTM has an 
excellent ability to capture the long-term dependencies and the dynamic 
changes in the battery. Yang et al., [21] suggested a combination of an 
LSTM -RNN and Unscented Kalman Filter (UKF) to model battery be-
haviors and estimate the battery SoC under varying temperatures using 
voltage, current, and temperature as an ID. The developed model 
showed a good tendency to correlate the battery SoC to the change in 
temperature in the range of 0 to 50 ◦C. The model prediction was 
excellent with an RMSE ≤1.1% and mean average errors (MAR) < 1%. 
Bockrath et al. [27] examined the performance of LSTM and equivalent 
circuit model (ECM) coupled with Kalman Filters (EKF) in estimating the 
SoC for lithium-ion batteries (LIB) under real conditions. It was 
confirmed that the self-learning ability of the data-driven LSTM method 
could predict the non-linear behavior of LIB under different environ-
mental and working conditions throughout the battery life. LSTM 
approach showed better accuracy and stability under dynamic loading 
profiles. The result shows that the ECM- EKF achieved an RMSE of 9.5%, 
whereas the LSTM achieves an RMSE of 5.0%. Yang et al. [28] proposed 
a method that uses the LSTM network to model the complicated dy-
namics of LIB and determine the SoC using voltage, current, and tem-
perature as an ID. The results of the model-based filtering strategy 
(unscented Kalman filter) are compared to the results of SOC estimation 
in terms of tracking accuracy, computation time, and resilience against 
unknown initial states. The findings show that this method captures the 
nonlinear relationship between SoC and input values and has greater 
tracking accuracy than the UKF, where the RMSE and MAR were within 
2% and 1% of the incorrect initial SoC, respectively. Mamo and Wang 
[29] showed that the LSTM model can be accurately used to estimate the 
charging status of two LIBs. The LSTM based on the attention mecha-
nism provides accurate and stable estimation, compared with classic 
LSTM and other types of machine learning methods (RNN, SVM, ANN). 
The proposed method performs best compared with published methods 
such as SVM, standard RNN, LSTM, SVM-PF, standard RNN-PFs and 
showed excellent performance at three temperatures 0, 25, and 40 ◦C 
with an RMSE of 0.9593, 0.8714, and 0.9216, respectively. Research 
works that present the estimation of SoC for battery packs are limited. 
Shu et al., [30] confirmed that due to differences across battery cells, 
creating a reliable assessment of the SoC of LIB packs remained difficult. 
To address this issue, they propose estimating the pack SoC using a 
combination of an enhanced square root-cubature Kalman filter (SRCKF) 
and a multi-innovation smoothing approach. Experimental data under 
time-varying temperature settings were used to verify the model's 
robustness and accuracy, as well as the cell SOC estimation. The 
experimental findings show that the SoC estimation error may be kept to 
less than 2%. Chen et al., [31] estimated the SoC for a series battery pack 
using LSTM-RNN combined with the design of an intelligent equaliza-
tion charging system. In this system, the charge equalization was 
established using a 40 Ah lithium battery. Although the study found that 
once the primary charger stops producing current, the auxiliary constant 
current source could continue to charge the remaining batteries that are 
not fully charged, the time and charging efficiency were not examined. 
The capacity of some batteries after charging and discharging, as well as 
inconsistencies, were not mentioned. Wong et al., [32] showed that 
using a deep LSTM is a useful way to determine the SoC over two LIB 
datasets. It was concluded that LSTM predicts the SoC of cylindrical LIB 
under different charge-discharge cycles. A real-time SoC determination 
of lithium battery packs cells (1300 mAh) using a Multi-layer Neural 
Network (MNN) and LSTM was suggested by Park et al. [33]. 

The previous literature review shows that most research works focus 
on the estimation of SoC for one battery or battery cell used in electrical 
vehicles and the research work on packs of batteries is limited, which is 
not practical to be employed for RESs. There is acknowledge gap and a 
need for establishing an accurate method that can be used to estimate 
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the SoC for the grid-scale battery storage system. Most of the published 
works are based on developing a complicated system consisting of 
cubature Kalman filter coupled with an intelligent equalization charging 
system to obtain accurate results. Other models required two types of 
datasets: a voltage dataset and a combined voltage and temperature to 
achieve accurate prediction [33]. In addition, most of the previous work 
focused on applications with lower battery capacity and focused only on 
discharge cycles [32]. Therefore, this will be the first work that focused 
on developing a protocol to estimate the SoC for the grid-scale battery 
storage system. The proposed estimation process is simple and based on 
one stage of estimation using the LSTM, and deployed 10 batteries that 
have large capacity (2100 kWh and 2187 Ah). Instantaneous value of 
ambient temperature (Tamb), DC bus voltage (DvBV), DC bus current 
(DvBi) were used as an ID for the newly developed model to estimate the 
SoC based on real data considering the effect of the operating conditions 
and the charging-discharging process. The results of the LSTM models 
were compared with conventional Feed- FFNN and DFFNN models 
considering both charging and discharging cycles. 

2. System description and data generation 

2.1. System description 

The data utilized to train, validate, and NN models were obtained 
from the Al-Manara PV power facility in Jordan, which is the first to use 
a BESS. The power plant has a 12 MWh battery storage system that is 
connected to the Irbid District Electricity Company (IDECO). The system 
is connected to Sabha and Alsalhiah villages and provides medium 
voltage network feeders with 33 kV for each village, with a system 
storage capacity of 2 MW and 1 MW, respectively, and the discharge 
period is 4 h. Fig. 1 shows the single-line diagram of the Al-Manara PV 
power plant. This power plant has been commercially operated since 
2015, with a 23 MWp, 18 MVA capacity, and a limited 13 MW AC output 
at the Point of Common Coupling (PCC). The maximum AC threshold 
values at the PCC are 8, 4, and 1 MW supplied to Sabaha, Alsalhyia, and 
Safawi feeders, respectively. 

2.2. Data generation and preparation 

The data was collected every 15 min, starting at 12:00 AM until 
11:45 PM on a daily bases from April 2020 until September 2020. The 

number of data points collected during this period was 17,280, which 
were decreased to 15,373 data points after cleaning. The ID consists of 
dc bus voltage (DvBV), dc bus current (DvBi), and the ambient tem-
perature (Tamb), while the OD is the calculated SoC for the battery pack. 
Figs. 2 and 3 show samples of ID and OD for April and May, respectively. 

To validate the discharge period (4 h) of this system, the ID (DvBV, 
DvBi, and Tamb with the corresponding values of SoC as OD were aver-
aged and represented for one day. Fig. 4 shows an example for the 
discharge period in May, it was observed that the discharge period is 
spanning in the range of 960 to 1200 min (i.e. over 240 min, which 
represents 4 h of discharge time. 

3. SoC estimation methods 

3.1. LSTM neural network 

3.1.1. LSTM cell construction 
The LSTM is the proposed to estimate battery SoC, due to its capa-

bility to transact with multi-dimensional data without any previous 
knowledge of the battery model. In other words, the LSTM is capable to 
generate a mathematical relationship that correlates the ID (DvBV, DvBi, 
and Tamb) to the OD (SoC) without the need for a prior physical rela-
tionship. Additionally, a key feature of the LSTM is its capability in 
learning long-term dependencies between time steps of sequence data 
[34]. The LSTM consists of one cell state located in the horizontal line at 
the top of the structure and three gates (input gate, output gate, and 
forget gate) that read and write the cell state as shown in Fig. 5. The 
gates are made up of several neurons that have been trained to decide 
which information to forget or remember and retrieve in order to get the 
output based on the previous output and the current input. 

The forget gate is responsible for determining what information 
should be remembered or ignored from the previous cell state. This is 
done by the sigmoid function, which takes the (ht− 1) and (Xt), and the 
outputs from it is a number between 0 and 1 for each number in the cell 
state (Ct− 1). Therefore, the output (ft) of the forget gate is determined by 
Eq. (1): 

ft = σ (Wf .[ht− 1,Xt] + bf ) (1)  

Where σ is a sigmoid activation function defined as 

Fig. 1. Single line diagram of the Al-Manara PV substation.  
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σ =
1

1 + e− x (2)  

The output of the sigmoid function is restricted between 0 and 1, which 
means that the LSTM can be explained as a forgetting factor. In other 
words, the sigmoid function act as a filter in the model-based approach 
to accepting or rejecting the calculated value. The next step is deciding 
what new information to remember (store) in the cell state. This is done 
by using two steps; the first step uses a sigmoid function in the input gate 
to decide which values will be updated (i.e generating values for it), 
while the second step uses a tanh function to create a vector of new 
candidate values, Ct

′, that could be added to the state. After that, the 

combination of two vectors is used to create an update value to the state. 
The outcome of both steps (it and Ct

′) can be determined using Eqs. (3), 
(4), respectively. 

it = σ (Wi.[ht− 1,Xt] + bi ) (3)  

C′

t = tanh
(
(Wc.[ht− 1,Xt] + bc ) (4)  

Where the tan hyperbolic function is. 

tanh =
ex − e− x

ex + e− x (5) 

Fig. 2. The ID, (a) dc bus voltage (DvBV), (b) dc bus current (DvBi), and (c) the ambient temperature (Tamb) with the corresponding SoC values as OD during April.  

Fig. 3. The ID, (a) dc bus voltage (DvBV), (b) dc bus current (DvBi), (c) the ambient temperature (Tamb), and (d) the corresponding SoC values as OD during May.  
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Following the determination of the old cell state and the appropriate 
decision on what information should be remembered or forgotten, the 
values of (Ct− 1) is updated into the new cell state (ct). The new cell state 
was determined by multiplying the old state Ct− 1 by ft factor and then 
added to the value of it * Ct

′ as per Eq. (6). The new cell state can be 
determined using Eq. (6): 

Ct = ft*Ct− 1 + it*C′

t (6)  

The final step is to determine the output dada (Ot) based on the cell state 
The calculated values were first filtrated using the sigmoid function to 
decide what values of the cell state are to be reported or ignored, Eq. (7). 
Then, an additional tanh function is used to push the output values 
between − 1 and 1 as in Eq. (8) 

Ot= σ (Wo.[ht− 1,Xt] + bo ) (7)  

New hidden State: 

ht = Ot.tanh(Ct) (8)  

3.1.2. Proposed LSTM method for SoC estimation 
The configuration of the LSTM network used for the estimation of the 

SoC is presented in Fig. 6. The LSTM network starts with a sequence 
input layer (IL) that takes the ID (DvBV, DvBi, and Tamb) vectors to 
calculate the values of SoC as an OD. The output vector of the LSTM 
layers is routed through a fully connected layer to the output layer for 
regression to estimate the SoC value. 

At each time step, a forward pass begins just after the training dataset 

Fig. 4. Average of the ID (a) DvBV, (b) DvBi, and (c) Tamb with the corresponding SoC (d) during May.  

Fig. 5. Unfold Structure of the LSTM cell.  
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is received in the network and ends when an accurate value of SoC is 
calculated. The error and the overall loss are also calculated. The Adam 
optimizer is used to update the values of weights and biases in the 
backward pass [35]. 

Typically, the training phase consists of more than one batch. Each 
patch has one forward and one backward pass to ensure that each 
sample contributes to the updating of internal network parameters. This 
approach is repeated indefinitely to update the weights and biases until 
the desired convergence criteria is achieved. The precise model pa-
rameters of the proposed LSTM network for the SoC estimate are shown 
in Section (IV-A). 

3.2. Feed-Forward Neural Network (FFNN) & Deep-Feed-Forward 
Neural Network (DFFNN) 

The conventional FFNN is presented in Fig. 7. Because of its 
simplicity, the FFNN is regarded as one of the most fundamental ANN 
algorithms. The training of this algorithm is a one-way process that only 
moves forward. 

The conventional FFNN has three layers, namely, the input layer (IL), 
hidden layer (HL), and an output layer (OL). The IL usually takes the 

instantaneous values of ID (DvBV, DvBi, and Tamb) and determines the 
OD via the OL as an instantaneous SoC value (SoCi). The processing of 
the ID to OD is made of several processing units called neurons inter-
connected with each other. 

SoCi = fi

[
∑

k
Wj, k×Oj+ θj,K

]

(9)  

where Wj; k, θj; k denotes the weight and bias from the HL to OL, 
respectively. Oj refers to the output of the HL, and fi refers to the acti-
vation function. The DFFNN is done by adding another HL to the con-
ventional FFNN. As the distribution of weights, which are determined by 
optimization with the training data set might exhibits invariant for the 
large number of nodes. Adding additional HL will help minimize the 
error and improve the prediction of the SoC values. More details about 
FFNN and its classification preprocessing techniques in [36,37]. 

3.3. The criteria used for quantitative comparisons of different SoC 
estimation methods 

The estimated SoC values by different methods in comparison with 

Fig. 6. The architecture of simple LSTM network for regression.  

Fig. 7. Conventional FFNN Structure.  
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real values were assessed using the maximum standard error (MSE), and 
root mean square RMSE as per Eqs. (10), (11) 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=0
(true value − predicted value)2

√

(10)  

MSE =
1
n

∑n

i=0
(true value − predicted value)2 (11)  

The true values refer to the real data of the SoC and the predicted values 
refer to the output values obtained from the SoC estimation method. The 
real SoC values were obtained from the battery management system in 
the Al-Manara PV power facility. Tesla, the manufacturer of the lithium- 
ion battery packs, supplied this measurement system. 

4. Experimental design and results 

4.1. Models parameters 

A MATLAB® software and a PC with a core i7 CPU were used in 
system training and testing. The data were cleaned and normalized be-
tween (-1, 1). The cleaning and normalizing of the data are very crucial 
steps to boost the performance of the neural networks topologies. The 
data were separated into the training and testing. The ID used in the 
training set represents 70% of the data points, while 30% of the data 
points were used in the testing set. The number of HLs is one (1) with 22 
neurons, the learning rate of 0.01, and the number of epochs of 150. The 
ID (DvBV, DvBi, and Tamb) were read by the LSTM, FFNN, and DFFNN 
topologies and used to estimate the SoC as an OD. The results from the 
LSTM topology were compared with values determined by FFNN and 
DFFNN. The estimation of the SOC of a battery pack was considered a 
time series problem. Therefore, a correlation between the input's in-
stants and the output instant parameters was carried out to get the most 
accurate results. The parameters instants that have the best correlation 
factor with the OD (SOC) are presented in Table 1. For example, for the 
model number (1) in Table 1, the models' inputs are Tamb denoted by k-2, 
DvBi denoted by k-5, and DvBV denoted by k, while the OD is SOC 
denoted by k. The three different models shown in Table 1 were used to 
test each of the NN topologies (LSTM, FFNN, and DFFNN) and the results 
were summarized in the next sections. The cost functions used to eval-
uate the performance of each topology are RMSE and MSE, which are 
the most common cost functions used in literature. 

4.2. Results and discussion 

4.2.1. SoC estimation using FFNN and DFFNN 
The FFNN topology with one HL, 22 neurons, the learning rate of 

0.01, and the number of epochs of 150 was trained and tested to estimate 
the SoC of lithium-ion battery packs. The estimation process used three 
different models mentioned in Table 1. The RMSE and MSE of the three 
different FFNN models are presented in Table 2. The three models could 
be used to estimate the SoC of lithium-ion battery packs with an RMSE in 
the range 0.23182 to 0.30357, and MSE in the range 0.0922 to 0.0537. 
However, model number (3) has the best performance with RMSE and 
MSE of 0.23182 and 0.0537, respectively. 

The results indicated that the architecture and model of the NN have 
an important effect on the SoC estimation accuracy. The results also 

highlight the importance of the correlation methodology in minimizing 
the error in SoC estimation. Out of the three studied models, model 
number (3) showed has the best correlation factor that uses the ID to 
determine the OD with a minimal error. Fig. 8a and b present the 
observed versus estimated SoC as well as the reported error for 15,373 
data samples used in FFNN. The FFNN topology has a good performance 
in estimating the SoC as shown in Fig. 8a. It was observed that the 
estimated SoC is in good agreement with the real SoC all over the tested 
data samples. Up to 85% of the tested sample points have an error be-
tween the estimated and observed SOC within ±0.5 (see Fig. 8b). This 
confirms that the use of topology and model can moderately determine 
an accurate value of SoC. To gain a better understanding of the results in 
Fig. 8, a zoom-in for one-week and one-day performance periods for the 
same figure were plotted in Figs. 9 and 10, respectively. Both figure to 
demonstrate that the estimated and measured SOCs varied significantly 
and more improvements in the NN structure are required to achieve 
lower error and better estimation. Even though the FFNN has advan-
tages in machine learning by allowing data to be processed indepen-
dently by several neurons to achieve accurate estimation for SoC in a 
short time, the method's accuracy is still limited. This is due to the loss of 
neighborhood information and the need for more parameters to opti-
mize or the need for higher numbers of Epochs. 

The second topology used in estimating the SoC is the DFFNN. This 
topology has the same ID and OD as the FFNN but with an additional HL 
(i.e. two HLs in total). The learning rate and the number of epochs were 
set the same. The topology was trained and tested using the three 
different models mentioned in Table 1 and the obtained RMSE and MSE 
were summarized in Table 3. 

The three models showed better accuracy in estimating the SoC 
compared to FFNN. The RMSE and MSE were in the range 0.20078 to 
0.27143 and 0.0403 to 0.0737, respectively. Model number (3) still 
shows the best estimation performance with RMSE and MSE of 0.20078 
and 0.0737, respectively. The results show improvement over the con-
ventional FFNN. The additional HL has a direct role in importing the 
values of the SoC, by refining the feedforward-back propagation of the 
NN. Fig. 11a and b present the observed versus estimated SoC as well as 
the reported error for 15,373 data samples used in DFFNN. The 
improved DFFNN topology has a good performance in estimating the 
SoC as the estimated SoC is in good agreement with the real SoC all over 
the tested data samples (Fig. 11a). Up to 93% of the tested sample points 
have an error between the estimated and observed SOC within ±0.25 
(see Fig. 11b). This confirms that improving the structure of the NN has a 
significant effect on the prediction of the SoC. Figs. 12 and 13 present a 
zoom-in for the data point in Fig. 11 for periods of one-week and one-day 
performance. The differences between the estimated and observed SOC 
was significantly reduced compared with the results obtained from 
FFNN. The estimated vs. observed values of SoC are in good agreement. 
The DFFNN topology can determine the SoC under different ID values. It 
was observed that in this estimated approach up to 96% of the data are 
close to real SOC values. The error in most cases ranged between ±0.07. 
The very small RMSE error between estimated and observed SoC values 
confirms that the DFFNN model is acceptable and does not have any 
systematic errors. However, further improvements are still needed to be 
more generalized. The DFFNN performed well when dealing with time- 
series data because it captures the battery's non-linear dynamic perfor-
mance of the battery pack and it has a good ability to retain past in-
formation [24,25]. However, one of the major drawbacks of the DFFNN 
is its incapability of handling long-term dependency during the training 

Table 1 
Input and output values of the models.  

Model 
number 

Value of 
temperature 

Value of 
current 

Value of 
voltage 

Value of 
SoC 

1 K-2 K-5 K K 
2 K-2 K-10 K K 
3 K-2 K-10 and K-3 K K  

Table 2 
The Summary of FFNN results in different models.  

Model Number Number of Epochs RMSE MSE  

1  150  0.30357  0.0922  
2  150  0.25577  0.0654  
3  150  0.23182  0.0537  
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phase. This drawback could be influenced by past inputs, fades out 
exponentially, and causes the problem of gradient vanishing or ex-
ploding phenomena. 

4.2.2. SoC estimation using LSTM 
The LSTM was tested as the third topology with parameters similar to 

the previous two topologies. This topology has one (1) HL, 22 neurons, a 
learning rate of 0.01, and e number of epochs of 150. The same previous 

models were used in training and testing. Table 4 summarizes the RMSE 
and MSE from the three different models. The LSTM exhibited excellent 
performance in estimating the SoC. For the three models, the RMSE and 
MSE for the estimates SoC did not exceed 0.078574 and 0.0062, 
respectively. Moreover, model number (3) has the best performance 
with RMSE and MSE of 0.069539 and 0.0048, respectively. The LSTM 
with characteristics to learn and adapted to the training date as well as 
using the concept “forget gate” showed excellent ability to determine the 

Fig. 8. The performance of model 3 FFNN at 150 epochs: (a) observed and estimated Soc, (b) Error and RMSE value.  

Fig. 9. Zooming for the performance of model 3 FFNN at 150 epochs: one-week performance.  
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SoC under different ID data. This characteristic allows the LSTM to learn 
and reset itself at opportune moments, thus freeing up internal re-
sources. Therefore, this method could be considered superior in terms of 
self-training and correction. Fig. 14a and b present the observed versus 
estimated SoC as well as the reported error for 15,373 data samples used 
in LSTM. The estimated SoC is in good agreement with the real SoC all 
over the tested data. Up to 99% of the tested sample points have an error 
between the estimated and observed SOC within ±0.03. Confirming the 
superiority of this structure in the prediction of the SoC. A zoom-in of the 
tested data points periods of one-week and one-day (Figs. 15 and 16) 
showed that the LSTM exhibited excellent follow-up to the real SoC 

Fig. 10. Zooming for the performance of model 3 FFNN at 150 epochs: one-day performance.  

Table 3 
Summary of the DFFNN results for the different models.  

Model Number Number of Epochs RMSE MSE  

1  150  0.27143  0.0737  
2  150  0.23146  0.0536  
3  150  0.20078  0.0403  

Fig. 11. The performance of model 3 DFFNN at 150 epochs: (a) observed and estimated SoC, (b) Error and RMSE value.  
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values. The differences between the estimated and observed SOC was 
not observed. Under all the tested ID values the residual error is no more 
than ±0.03. The results also show that the LSTM topology deals very 
well with the influence of different operating conditions, and it can learn 
the dynamic behavior of a group of batteries better than the FFNN and 
DFFNN methods. The LSTM showed an excellent ability to capture the 
long-term dependencies and the dynamic changes in the battery, 

Fig. 12. Zooming for the performance of model 3 DFFNN at 150 epochs: one-week performance.  

Fig. 13. Zooming for the performance of model 3 DFFNN at 150 epochs: one-day performance.  

Table 4 
The results of the LSTM for the different models.  

Model number Number of Epochs RMSE MSE  

1  150  0.078574  0.0062  
2  150  0.077138  0.0060  
3  150  0.069539  0.0048  
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especially in situations where batteries are connected in series as well as 
batteries with high capacity. Moreover, the LSTM does not require two 
types of datasets as with other NN. 

Fig. 17 summarizes the performance of the three different network 
architectures in estimating the SoC of the packed lithium batteries. 
While the FFNN and DFFNN gave a reasonable estimate for the SoC with 

an MSE in the range of 5.37 to 9.22% and 4.03 to 7.37%, respectively, 
the LSTM accurately estimated the SoC with an MSE no more than 
0.62% for all the three models. Under the same conditions, the LSTM is 
the best and most accurate method. In addition to its ability to learn and 
reset itself at opportune moments, the LSTM can achieve reasonable 
results at lower epochs. FFNN and DFNN, in particular, may require 

Fig. 14. Performance of model 3 LSTM at 150 epochs: (a) observed and estimated SoC, (b) Error and RMSE value.  

Fig. 15. Zooming for the performance of model 3 LSTM at 150 epochs: one-week performance.  
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more time and epochs to converge at a reasonable RMSE. According to 
previous research, the most obvious difference between LSTM, DFFNN, 
and FFNN is the number of epochs required for training. While the LSTM 
achieved accurate SoC estimation, other network architectures may 
need more epochs to achieve reasonable accuracy, despite having less 
computational complexity per time step. The differences in SoC esti-
mation could be explained by the fact that the FFNN and DFFNN require 
more fine-tuning of their weights to access long-range contextual in-
formation. LSTM, on the other hand, benefited more from longer target 

delays than other network architectures because it has the greater 
capability with long time lags, allowing it to use the extra context 
without suffering as much from having to store previous inputs 
throughout the delay. As a result, LSTM demonstrated an exceptional 
ability to store and access information over very long periods. The LSTM 
networks were not only faster but also more accurate. The fact that the 
difference between the real and estimated SoC is not large could simply 
mean that this task does not require very long time dependencies. 
Interestingly, LSTM with no time delay produces nearly identical results, 

Fig. 16. Zooming for the performance of model 3 LSTM at 150 epochs: one-day performance.  

Fig. 17. Comparison between neural network methods -MSE Values.  
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implying that the ability to learn is critical. 
The SoC estimation accuracy of the current study is slightly higher 

than the work of Chen et al., [23]. While the LSTM showed an error in 
the range of ±0.03% the prediction error in the work of Chen et al., [23] 
ranged from 1 to 4%. In addition, the previous work focused on a pri-
mary charging battery while the other remaining batteries start to 
charge in the secondary stage, which might increase the charging time. 
In the present study, the charging and discharging of the pack of the 
battery were proposed as a unit to minimize the time and increase the 
energy. The work of Wong et al., [24] on the other hand reported an 
effective LSTM NN is a useful way to determine the SoC over two LIB 
datasets. The NN architecture required during the training stage 1000 
epochs to achieve estimation efficiency with RMSE in the range of 1.47 
to 2.73% depending on the number of steps in each model. Therefore, 
the accuracy of the present work considers better under lower number of 
epochs. Comparable results were reported by Park et al. [25] who esti-
mated the SOC of lithium battery, using the cubature Kalman filter 
method with a maximum error of 3% under different temperatures. 

5. Conclusion 

In this paper, the SoC for a grid-scale lithium-ion battery storage 
system was estimated using three different NN models (FFNN, DFFNN 
and LSTM). Real data from the Al-Manara PV power plant in Jordan, was 
used to train and test the models and detailed data preprocessing and 
features selection procedures were demonstrated. The performance of 
the NN models for the three different time series models. This pre-
processing phase leads to three different time series models with an ID of 
Tamb), DvBV, and DvBi. The LSTM neural network model with the ability 
to learn to overcome the complexity and uncertainty of the estimation 
process. Results showed that the LSTM accurately estimated the SoC 
with an MSE of no more than 0.62% for all the three-time models, while 
the FFNN and DFFNN gave a reasonable estimate for the SoC with an 
MSE in the range of 5.37 to 9.22% and 4.03 to 7.37%, respectively. The 
ability of the LSTM model to learn and reset itself at opportune moments 
outperforms the accuracy of FFNN and DFNN even under lower number 
of epochs. The LSTM topology showed an excellent tendency to deal well 
with the influence of different operating conditions, and it can learn the 
dynamic behavior of a group of batteries better than the FFNN and 
DFFNN methods. The reported SoC estimation accuracy is higher than 
other methods reported in the literature and can be used to implement 
packed battery systems management strategies with high capacity. 
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