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Influence of Visual and Haptic Feedback on the
Detection of Threshold Forces 1n a
Surgical Grasping Task

John-John Cabibihan

Abstract—Feedback from sensory modalities is crucial for the
precise grasping of tissues during minimally invasive robotic
surgery. The aims of the study are to determine the influence of
visual and haptic feedback on the detection of threshold forces
and to evaluate the applicability of the sensory integration model
to a surgical grasping task. A sensorized surgical grasper and a
fingertip haptic force feedback device were used. Three types of
stimuli were presented (i.e. visual-alone, haptic-alone, and bimodal
visual and haptic stimuli). Threshold forces of 100 mN and 87.5 mN
were detected for visual and haptic feedback, respectively. When bi-
modal feedback was provided, the participants detected a threshold
force of 75 mN. The threshold force for the bimodal condition was
28.6 % lower than the visual-alone feedback and 15.4% lower than
the haptic-alone feedback stimuli. Our bimodal condition results
showed that there was a 13.1 % difference between the experimental
result and the predicted value from the sensory integration model.
The threshold force discrimination was strongly influenced by the
haptic force feedback. It is likely that the tissue stiffness can be
more intuitively perceived through the direct force stimulation of
the fingertip than just by visual observation alone. Cues like small
deformations or changes in the grasping angles of the surgical tool
are more difficult to interpret visually as compared to the haptic
modality.

Index Terms—Force and tactile sensing, grasping, haptics and
haptic interfaces, laparoscopy, surgical robotics.

1. INTRODUCTION

INIMALLY invasive surgery is getting more preferred
M over the traditional open surgery procedures due to its
significant benefits for patients. Minimally invasive surgery
requires less incisions; therefore, it has less risk of infection,
less pain, and faster recovery [1]. However, there are remaining
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challenges associated with minimally invasive surgery, such as
the impaired perception of depth, lack of feedback for soft tissue
palpation, and the limited view of the operative field [2]. In the
classical work of Posner et al. [3], they have regarded visual cues
as superior to other feedback cues in terms of perceptual accu-
racy, memory recall, and speed of response. More recently, the
importance of haptic feedback has been considered to overcome
the issue of the loss of force feedback in robotic surgery [4].
Laparoscopic grasping tasks are examples of procedures that
require the delicate manipulation of soft tissue [5]. Surgical
sutures (i.e. diameter of less than 0.7 mm) also require careful
manipulation of the surgical grasper at small angles to prevent
tissue damage and suture breakage due to high grasping forces
and excessive pulling [6], [7]. It has been recognized that the
lack of haptic feedback system resulted in soft tissue damage
and harm from excessively tight or loose stitches [6].

Previous studies demonstrated the promising potential of hap-
tic devices in surgical tasks and in robotic assisted surgeries [8],
[9]. Park ef al. [10] investigated the utility of haptic feedback
in delivering the appropriate perceived difference between two
close presentations of a stimuli. They investigated the accu-
racy of the perceived sharpness of haptic edges between real
and virtual environments. In that study, the participants were
asked to match the sharpness of virtual edges to that of real
edges. Yoon et al. [11] investigated the perceived curvature
of virtual surfaces. The participants were presented with two
virtual sequential concave surfaces and were asked to discern
the surface with the higher curvature. To date, limited studies
were conducted to evaluate the efficacy of a haptic system in
improving the perceptual capabilities of a user in evaluating
between two subsequent presentations of grasping forces in
surgical robotic tasks.

It was hypothesized that when humans integrate visual and
haptic information, the combined estimates should have lower
discrimination thresholds than either the thresholds from visual
or haptic estimates alone. This is represented by the sensory
integration model of Ernst and Banks [12]:

ey

where 1y, T, and T'g are the threshold forces for visual-alone,
haptic-alone, and bimodal feedback, respectively. In the original
experiments [12], the participants were asked to judge the sizes

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0001-5892-743X
https://orcid.org/0000-0002-6062-5833
https://orcid.org/0000-0003-1468-2797
https://orcid.org/0000-0001-7892-8413
mailto:john.cabibihan@qu.edu.qa
mailto:a.yaser@qu.edu.qa
mailto:gtauseef@ieee.org
mailto:wjyoon@uw.edu
https://doi.org/10.1109/LRA.2021.3068934

5526

of two bars, which were sequentially presented in a visual-
alone and haptic-alone experimental paradigm. The objects’
sizes were judged as finer when visual and haptic inputs were
integrated than when vision or haptic inputs were independently
provided. In this letter, we ask whether the same principle applies
to force threshold perception.

This letter has two aims. First, we investigate the influence of
visual and haptic feedback on the detection of threshold forces
(i.e. just noticeable difference (JND)) in a surgical grasping
task. Second, we examine whether the sensory integration model
applies to the perception of threshold forces. In achieving those
aims, the following are the contributions of this work:

1) A surgical grasper was described and characterized for a
small span of grasping angles (i.e. 18.5°-21.5° grasp an-
gles for a 3° span). Delicate suturing and manipulation of
soft tissue are characterized by small changes in grasping
angles.

2) A single-button indenter haptic device was designed and
characterized for low-force indentation (i.e. 0-500 mN).
This patented device can be mounted on the stylus of a
commercial haptic device.

3) We showed that haptic feedback has a stronger influence
than visual feedback in the detection of threshold forces.
Visual feedback allows faster convergence, but the thresh-
old forces are higher.

4) We demonstrate that our results were aligned with the
sensory integration model [12] but has some limitations
on the perception of threshold forces.

This letter is organized as follows. Section II describes the
design and characterization of the grasper and the haptic de-
vice. Section III describes the experiments to determine the
force thresholds. Section IV provides the results and Section V
discusses the results. Finally, Section VI concludes the study.

II. DESIGN AND CHARACTERIZATION

A. System Design Overview

The surgical robotic grasping system in our study provided
haptic and visual feedback to the user (Fig. 1). The haptic force
feedback to the user’s fingertip was provided by an indenter
while the visual feedback was presented through a display
system that showed the grasping tasks on a soft tissue.

B. Surgical Grasper

1) Design: A surgical grasper (Fig. 2(a)) was used for the
experiments. It was designed for laparoscopic surgery research
and was evaluated for its reliability in [13]. The grasper operates
with a cable-driven mechanism. A servo motor was connected
to the driving pulley with a gear system to control the pulley’s
rotation. A schematic of the grasper’s driving mechanism is
shown in Fig. 2(b). The grasping force, fgqsp, is applied to the
tip through the cables and can be calculated with the relationship
below:

r
71 (Tupper + T'lower) (2)
T2 l

fgrasp =
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Fig. 1. System design overview. The grasper was equipped with a force sensor
that sensed the applied force on a tissue. The grasper was controlled by a servo
motor. Both the force sensor and the servo motor were interfaced to a computer
system through a microcontroller. The grasping forces were mapped to the
indentation levels on the haptic device. A video camera displayed the visual
stimuli on a dedicated screen to the user. A script handled the coordination of
all components in the system.
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Fig. 2. The surgical grasper components and characterization. (a) Detailed
components of the surgical grasper. (b) Schematic of the grasper’s mechanism.
(c) Characterization of the grasping angle vs force for the phantom soft tissue.
The grasping force readings were from 50 mN to 500 mN, with an increment
value of 50 mN. The grasping force was obtained from a force sensor that was
embedded between 2 layers of phantom tissues with 3 mm layer thickness. The
grasping angle, 04rqsp, Was obtained through image processing. The error bars
show the standard error of the mean (SEM). The coefficient of determination,
Rz, was 0.96.

where 7 is the radius of the driven pulley nearest to the grasper
and ry is the radius of the driver pulley. The length, /, is the
distance from the grasper’s hinge to the grasper’s tip. Typper
and T}, represent the torque values from the upper and lower
sides of the cable.
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Fig. 3. The developed force feedback device mounted on the stylus of the
Geomagic Touch Haptic Device and characterization of the haptic device. (a)
Detailed components of the force feedback device. (b) A subject’s finger resting
on the push button of the force feedback device. The inset shows the indenter
providing contact to the fingertip. (c) Profile of the indenter’s displacement,
AS, as a function of the cam angle, 0.4,,. (d) The phantom finger and the
tactile sensor connected to the signal conditioning device. (e) The tactile force
sensor worn over the phantom finger. The finger was fixed to the indenter using
velcro straps. (f) The contact force vs displacement of the indenter obtained a
coefficient of determination, R2, of 0.99.

2) Characterization: The grasper was characterized to ob-
tain the relationship between the grasping force and the grasping
angle. A force sensor (B201, FlexiForce Force Sensor, Tekscan
Inc, USA) was used to measure the grasping force (Fig. 2(c)).
The sensor was embedded between two layers of soft silicone
material (Ecoflex O0-30, Smooth-On Inc, USA), each with
3 mm thickness. The soft material was casted on a 15 x 15 x
3 mm? mould. This material was used as a phantom heart, breast
or prostate tissue in earlier works [14], [15]. The grasper was
programmed to grasp the sample with a 1 sec ramp loading, 5 sec
hold, and a 1 sec unloading [16], and with 1 minute interval to
recover [17]. The grasping angle and the grasping force were
characterized (Fig. 2(c)). The following second-order curve was
fitted to the experimental data:

Ograsp = 11.4F? — 11.94F + 21.93 (3)

where 04,45, is the measured grasping angle and F' is the
grasping force obtained from the sensor.

C. Haptic Force Feedback Device

1) Design: To provide tactile force feedback on the finger-
tip, a haptic device (Fig. 3(a)) was designed to deliver feed-
back on the fingertip through a single-button indenter [18].
The device was designed to be mounted on the stylus of a
commercially-available haptic device (Geomagic Touch Haptic
Device, 3D Systems, USA), which is widely-used in haptics
research (e.g. [19], [20]). The device has two built-in push
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buttons (Fig. 3(a)). The front push button is for closing the
grasper, while the rear push button is for opening the grasper. So
as not to lose these functionalities, the force feedback indenter
was constructed using a 3D printed structure with a 10 mm
height for the index finger to rest on (Fig. 3(b)). The indenter
has a 4x2 mm? surface contact area to provide force feedback
on the distal phalange of the index finger at the site near the
papillary whorl. Preliminary evaluation of the device’s reliability
was reported in [18].

A cam and follower mechanism (Fig. 3(b) and Fig. 3(c) inset)
was used to transform the rotary motion from the motor to a
vertical displacement movement of the indenter. A geared DC
motor (part number 345879, Maxon Motor AG, Switzerland;
256:1 gear ratio) was used to drive the cam shaft (Fig. 3(c)). The
angular position was determined through an encoder (Encoder
MR, Maxon Motor AG, Switzerland; with 128 ticks/revolution
resolution). A Labview-based script controlled the velocity and
position of the indenter using a proportional-integral-derivative
(PID) controller operating at 5 kHz. The indenter was situated
inside the front push button structure, which enabled a vertical
translation from O to 2 mm. The indenter was designed to follow
a simple harmonic motion curve using (4). The change in the
displacement of the indenter, AS, in relation to the rotation of
the cam, 0., was defined as:

AS = Ll [1 — cos 4)

7Tecozm
2

B

where H is the vertical rise of the follower (i.e. 2 mm) and [ is
the rotation angle at which the follower reaches the maximum
height (i.e. 180°). In this case, the height of 2 mm indentation
displacement will be achieved with a 180° rotation angle of the
cam. The indentation of the haptic device on the fingertip varies
as the cam rotates with various angles, 6., in accordance to
the motor’s rotation (Fig. 3(c)).

2) Characterization: The device was characterized to obtain
the relationship between the contact force and the indenta-
tion displacement. In pilot tests, unnecessary finger or hand
movements caused a disturbance in the sensor readings. To get
consistent force versus indentation measurements, a phantom
finger was made to wear the tactile sensor. The protocol using
phantom fingers was similar to the experimental characterization
setup in McKinley er al. [21].

The sensor (FingerTPS, Pressure Profile Systems, USA) is
made of tactile pads that detect changes in capacitance when the
upper and lower tactile pads come into contact. This sensor was
previously used to characterize the grasping forces of human
and prosthetic hands [22]. The sensor was selected due to its
thin profile (2 mm), applicable force range (0-19.6 N), linearity
(99%), and repeatability error (1%). The sensors were connected
to a signal conditioning device. The sample rate was 40 Hz. The
sensor readings were recorded by a sensor data analysis software
(Chameleon, Pressure Profile Systems, USA).

The phantom finger in Fig. 3(d) was obtained from an earlier
experimental work of Cabibihan et al. (cf. Fig. 9 in [23]) where
this section of the finger was found to have a similar skin
compliance as that of a human finger (i.e. a I N indentation force
corresponds to 1-2 mm skin displacement). The phantom finger



5528

(a) Grasping Tasks

- |

Computer System

Visual Stimuli
Pool

“One Up, Two
Down”
Algorithm

Indenter levels
Controller

I Visual Stimuli I
I Bimodal Stimuli I

Haptic Stimuli

Feedback |-

Haptic Device

Haptic |
device

(©)

Fig. 4.

IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 6, NO. 3, JULY 2021

5001

_J "\ Non-Counted Reversals
= 450 . \_J M\ Counted Reversals
E 400 .

L 350 .
N N
o 3001 = =n
g
S 250 W .
@ 200 \V . {--\
=

150 L] -
: VETAYa
L 1004 = = =wm
LIO— 50 - -

\ VAV
0 T T T T T

10 15 20
Presentation

Hapti:j
devici
|

(d) ©)

Overview of the experimental design. (a) The grasping tasks on a phantom soft tissue was shown as videos. The haptic device provided force feedback.

The computer system coordinated all the components of the system, arranged the presentations according to feedback from the user, and provided the stimuli
to the user. Presentation of the stimuli was counterbalanced across participants. (b) Visual-alone. (c) Haptic-alone. (d) Bimodal visual and haptic stimuli. For the
purpose of showing the location of the haptic device, the curtain to cover the hand of the participant was removed. (e) A sample result from one of the participants.
The algorithm counted up to 8 reversals before it terminated. From the last 4 reversals (boxed), the mean value of the force difference, AF, was calculated and was

used for the analysis.

was constructed from the computed tomography (CT) data of a
subject’s right index finger using techniques described in earlier
works [23], [24]. From the CT data, the bone structure and the
external surface of the finger were 3D printed (Replicator 5"
Generation, MakerBot Industries LLC, Brooklyn, NY, USA).
The artificial skin was casted with a soft material (Ecoflex
00-30, Smooth-On Inc, USA) similar to the phantom tissue
in Fig. 2(c). The same material was extensively used in soft
prosthetic and robotic fingers [25], [26]. Considering that the
maximum force in surgical graspers from an earlier work [13]
was within 0 to 500 mN, this force range needs to be mapped to
the indenter’s displacement of 0 to 2 mm (see Section 11.B.2).

The phantom finger was then fixed over the indenter using
velcro straps (Fig. 3(e)). The indenter was controlled using a
script (LabVIEW VI, National Instruments, Austin, TX, USA)
to perform the 180° rotation of the cam shaft, which then corre-
sponded to changes in the indentation displacements from 0 mm
to 2 mm, with increment value of 0.2 mm. As the cam rotated, the
changes in the indentation forces were recorded. Fig. 3(f) shows
the relationship between the indenter’s displacement and the
contact force recorded at the phantom fingertip. The following
equation was fitted to the experimental data:

F =0.30385 + 0.0091 5)

where F' is the contact force on the fingertip and S is the
indentation displacement applied by the haptic device to the
fingertip.

III. PERCEPTUAL EXPERIMENTS

A. Participants

Sixty subjects (38 males, 22 females, 22-42 years old) took
part in the experiments. All participants were healthy volunteers
and had normal or corrected-to-normal vision and normal touch.
The procedures did not include invasive or potentially dangerous

methods and were in accordance with the Code of Ethics of
the World Medical Association (Declaration of Helsinki). Data
were stored and analyzed anonymously. All participants gave
their written informed consent.

B. Stimuli

The participants were presented three types of stimuli
(Fig. 4(a); video link). The visual stimulus was a set of video
recordings of grasping tasks at different force levels. The haptic
stimulus was force feedback from the indenter device to the
user’s fingertip. The bimodal stimuli combined both the visual
and haptic feedback. The participants were asked to be seated
in front of a 35 in LCD monitor (model XR3501, BenQ Corp,
Taiwan). The haptic device was positioned within the reach of the
participant’s right hand and was covered with a curtain. To filter
out the sound emitted by the motor and other ambient sounds,
the participants wore a headphone that played white noise.

For the visual-alone stimulus (Fig. 4(b)), ten videos of the
surgical grasper were taken as it grasps the phantom tissue at
different grasping forces. The grasping forces were from 50 mN
to 500 mN. In microneurosurgery [27], it was reported that
the median forces in sharp dissection was 30 mN. For blunt
dissection, the median forces were 220 mN. An incremental
value of 50 mN was considered to cover the range of grasping
forces (i.e., up to 500 mN) in consideration of the median forces
exerted during sharp and blunt dissections.

During an experiment, two consecutive videos were presented
in sequence. The time gap between the presentation of the two
videos was 3 section The order of the videos was randomized,
but was kept at a certain force difference. This force difference
is decreasing or increasing depending on the responses of the
participants. After the two videos were shown, a window pops
up that asks the question: “Which of the two forces is higher?”.
With a computer mouse, the participants will then select a button
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Algorithm 1: One-Up, Two Down Pseudocode.

Input: User’s answer
Output: Visual and/or haptic stimuli
1 while (Num. of iterations < 50) and (Num. of reversals < 8) do

2 Display two stimuli (i.e. presentation) and wait for the user’s answer
3 if Answer is correct then

4 Check previous answer

5 if Correct then

6 L Decrease stimuli difference by one increment
7 else if Incorrect then

8 L Keep the current stimuli difference

9 else if Answer is incorrect then

10 L Increase the stimuli difference by one increment
1 Check for reversal

12 if Reversal is detected then

13 L Increase Num. of reversals

14 Increase Num. of iterations

on the monitor that shows: “First” or the “Second”. Henceforth,
the term “presentation” will be used to describe the display of a
pair of stimuli to be compared.

For the haptic-alone stimulus (Fig. 4(c)), ten different indenta-
tion levels were used in the program to present the force values on
the index finger through the haptic feedback device. The inden-
tation displacements were from 0 to 2 mm at 0.2 mm increments,
which corresponded to grasping force values of 50 to 500 mN
at 50 mN increments. During the experiments, two consecutive
haptic indentations were done on the fingertip. Similar to the
visual-alone experiment, the order was randomized, but was kept
at a certain indentation difference that changes depending on
the participant’s answers. Additionally, the gap between the two
presentation of indention was 3 section The procedure to make
a selection was also similar to the visual-alone experiments.

For the bimodal visual and haptic stimuli (Fig. 4(d)), the
presentations for the visual and haptic stimuli were synchronised
in terms of force values and timing. Likewise, the participants
were made to select the higher force value between the two sets
of stimuli that were presented.

C. Algorithm

To determine the smallest perceivable force difference be-
tween a higher and a lower force, an adaptive algorithm known
as the “one up, two down” algorithm [28] was used in the
experiments. The algorithm calculated the difference in force
values between the participant’s current and previous answer,
which was then stored as the force difference, AF. For us to
determine whether the participant was certain of his/her choice,
the program tracked the reversals (i.e. number of sign changes)
of the AF. Algorithm 1 shows the pseudocode for the one up,
two down algorithm. To further illustrate the algorithm, please
refer to a sample result from one of the participants (Fig. 4(e)).

D. Experimental Design and Data Analysis

Before an experiment, the participant was shown the set-up.
There was a 10-minute training period before the experiments
for the participants to gain familiarity with the stimuli and
the procedure. The order of presentation of the stimuli was
counterbalanced across participants using Latin squares. The
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Shapiro-Wilk test was used to determine if the datasets as-
sociated with the threshold and presentation were normally
distributed. The datasets did not pass that test. A Kruskal-Wallis
test, a nonparametric version of the one-way ANOVA, was used
on the data. If statistical significance was found, Mann-Whitney
test with Bonferroni correction was used to compare the pairs
of stimuli groups. Because the distributions were skewed, the
results were reported as median and not as the mean and standard
deviation. The statistical analysis software package OriginPro
was used for the analysis (v2016, OriginLab Corp., MA, USA).
Statistical significance was set to p < 0.05. The datasets are
available at IEEE DataPort [29].

IV. RESULTS

The participants’ task was to identify the threshold forces in
a visual-alone, haptic-alone, and combined visual and haptic
feedback paradigm. Fig. 5 shows the convergence of the forces
from the participants’ responses. It can be observed that the
variance in the visual-alone results are higher than the haptic-
alone or bimodal feedback results.

Fig. 6(a) shows the detection threshold forces. A Kruskal-
Wallis test showed that the perception of threshold forces were
significantly affected by the type of stimuli, H(2) = 33.37, p
<0.0001. Post-hoc Mann-Whitney tests using a Bonferroni-
adjusted alpha level of 0.017 (0.05/3) were used to compare all
the pairs of groups. The threshold forces for visual feedback
(Median = 100 mN) was significantly different from haptic
feedback (Median = 87.5mN), U=2722.5,z=4.98,p < 0.001.
Likewise, the threshold for visual feedback (Median = 100 mN)
was higher than the bimodal feedback (Median = 75 mN),
U = 2703.5, z = 4.89, p < 0.001. No significant differences
were found between haptic (Median = 87.5 mN) and bimodal
(Median = 75 mN) feedback, U = 1768, z = —0.18, p = 0.86.
These results indicate that the participants perceived the lower
threshold forces better in both the haptic and bimodal feedback
as compared to visual feedback.

To determine which stimulus converges faster to reach the
detection thresholds, we collected the number of iterations that
took each participant to complete the task (Fig. 6(b)). The feed-
back modality had a significant effect as shown by the Kruskal-
Wallis test, H(2) = 18.14, p < 0.001. Mann-Whitney tests with
Bonferonni correction at the 0.017 level were used for comparing
all pairs of stimuli. The number of presentations for the visual
feedback (Median = 27) was significantly different from haptic
feedback (Median =31),U=1122.5,z=—3.56,p < 0.001. The
visual feedback (Median = 27) was also significantly different
from the bimodal feedback (Median = 32), U = 1078, z =
—3.79, p < 0.001. The haptic and the bimodal feedback were
not found to be significantly different, U = 1759, z = —0.21,
p = 0.83. This result is in agreement with Posner et al. [3], who
suggested that vision is more dominant over haptics in terms of
the speed of response when perceptual judgements were required
from human observers.

According to the hypothesis of Ernst and Banks [12], the
integration of both visual and haptic stimuli results to lower
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TABLE I
EXPERIMENTAL AND PREDICTED THRESHOLD FORCES (MN)

Ty(Expt)  Ty(Expt) Tp(Expt)  Tp(Predicted)

100 87.5 75 65.8

thresholds than either visual or haptic feedback can indepen-
dently provide. We calculated the combined threshold forces
according to (1). The predicted bimodal threshold force was
65.8 mN while our experimental result with bimodal feedback
was 75 mN, corresponding to a 13% difference (Table I).

V. DISCUSSION

A. Haptic Feedback is More Dominant on Force Threshold
Detection, But Visual Feedback Converges Faster

We presented the design and characterization of a sensorized
surgical grasping tool and a patented single indenter haptic
mechanism [18]. The haptic mechanism has a simple construc-
tion and latches on to the stylus of a widely-used haptic feedback
device. The experimental results showed that participants can
discriminate threshold forces of 87.5 mN with haptic feedback
and 75 mN with bimodal feedback. Both of which were more
sensitive than the threshold forces of 100 mN achieved with
visual feedback alone. Visual-alone feedback allowed a faster
convergence (27 presentations) to the threshold force, but the
threshold force was perceived at higher values. The participants
completed the visual-alone presentations faster but this did
not mean that their responses corresponded to the appropriate
threshold forces. Haptic feedback allowed a slower convergence
(31 presentations), but the perceived threshold force was lower.
When bimodal feedback stimuli were presented to the partic-
ipants, the threshold force was 28.6% lower than the visual
feedback stimulus. Moreover, it took the participants around
32 presentations to determine the threshold force with bimodal
feedback, which was closer to the results of the haptic feedback
(31 presentations). The results for the bimodal feedback had
15.4% difference with the results of the haptic feedback in force
thresholds and 3.2% difference in the number of presentations
to reach the threshold. Participants appeared to have relied more
on the haptic feedback cues than the visual cues during the grasp
experiments for a small span of angles (i.e. <3°).

B. Visual Feedback Alone is Not Enough

The participants had more difficulty in detecting the differ-
ences in threshold forces from the observation of tissue defor-
mation or the increase or decrease in grasping angles. Fig. 2(c)
shows that grasping angles from 18.5° to 21.5° correspond to
0-500 mN grasping forces in the surgical tool. The 3° operating
span for the 0-500 mN applied forces can represent surgical
operations that require small changes in grasping angles (e.g.
laparoscopic grasping of tissues [30], minimally invasive sutur-
ing and knot tying [31]).
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The phantom tissue that we used in the experiments has simi-
lar mechanical characteristics to human fingertip tissues [21],
[23]. The mechanical behavior consists of hyperelastic and
viscoelastic behaviors where the application of forces do not
correspond to linear increase or decrease in displacement [32].
Moreover, there can be differences in the stiffness of internal
organs across different patients [33]. These make the perceptual
estimation of forces by visual means a difficult task. There are
several experimental robotic systems that have haptic feedback,
yet the most advanced robotic surgical systems only have vision-
based monitors for surgical procedures so far [34].

From a surgeon’s console of a robot surgical system, the
monitor displays high definition views of the surgical site.
These views have a variety of optical interactions like specular
reflections, partial occlusions, body fluids, and shadows [35].
If the useful visual cues were affected by any of these, our
results indicate that the perceptual detection of force changes
during an operation need to be further improved. We showed
that the combined visuohaptic threshold force was closer to the
haptic-only threshold force than to the visual-only threshold
force. While it can be argued that visual feedback from an
endoscopic camera does not have to deal with the latencies
from processing tactile sensor signals at the grasping tooltip
and presenting the corresponding force to the user’s fingertip,
there is a marked advantage of having redundant information
from the additional haptic modality. When visual and haptic
stimuli were combined, the threshold forces were lower than
having visual cues alone. It remains to be understood whether
the participants relied mostly on the haptic feedback during
the bimodal experiments or to the proportion to which visual
feedback contributed to the threshold force detection during the
bimodal feedback experiment.

C. Limitation of the Sensory Integration Model

It was hypothesized that the combined estimates from visual
and haptic information would result into lower discrimination
thresholds than either the thresholds from single modality alone
([12]; (1)). Our results were in alignment with that hypothesis
although the experimental result for the bimodal feedback (i.e.
75 mN) had a 13.1% difference from the predicted results when
visual and haptic feedback were combined (i.e. 65.8 mN).

In our experiments, the stiffness of the phantom tissue may
have played a role in the results. The haptic information appears
to have dominated the perceptual estimate because the force-
displacement mapping on the fingertip was linear (Fig. 3(f)) and
it could be more intuitive to interpret. For the visual feedback,
the mapping of the force and grasping angle showed a non-linear
behavior (Fig. 2(b)), which might be more difficult to interpret.
In a future experiment, participants may need to be given more
time to actively explore the stiffness of the phantom tissue by
letting them palpate the tissue with the grasping tool. In doing
S0, this can give them time to develop strategies in dealing with
the non-linear behavior of soft tissues. Active exploration of an
object is one of the strategies for understanding object properties,
such as hardness, shape, texture, and weight [36].
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An alternative to the sensory integration model [37], [38]
suggested that to achieve a coherent perception, the estimates
need to include other object properties (e.g object stiffness,
surface texture) and derive signal-specific estimates for the
property from each signal. All these estimates will then have
to be combined by weighted averaging. It was further suggested
that material properties, such as friction and compliance, were
additional factors in order to achieve more reliable perceptual
estimates [37], [39].

D. Limitations and Future Work

The investigation in this letter was limited to a single-indenter
haptic force feedback system. A multi-modal feedback system
could be considered to investigate different stimulation modal-
ities [40]. Additionally, the vertical translation of the indenter
was limited to 2 mm. Higher indentation displacements could
be considered to reflect a larger force range or to provide higher
resolution for the mapping of the forces involved using haptic
arrays.

In our study, the mapped range of force was limited to 500 mN.
However, in an actual surgery, the mapping of the haptic device
will be set based on the tissue of interest and the acceptable
working range of forces. For example, the maximum allowable
grasping force will be mapped to the maximum indentation level
of the haptic device. Through this, a more adaptive mapping of
forces can be achieved. Furthermore, the exact thickness and
tissue moisture need to be considered [41]. Future work can
also consider the use of tissues from animal or human organs
for the grasper to operate on so that the participants can gain
more insight in the estimation of forces through visual cues
from soft material deformations. The training effects or the long
term usage of the developed haptic feedback system were not
investigated in this study. The participants in the study did not
have tactile or visual impairments, but they were not trained
surgeons.

VI. CONCLUSION

Vision and touch through haptic perception offer advantages
and limitations for robotic surgery. Vision depends on cues
that can be observed from the monitor, whereas haptic per-
ception depends on the direct contact of the fingertip with a
force feedback device. We demonstrated that a single-indenter
haptic feedback mechanism can strongly influence the detection
of threshold forces in a surgical grasping task. Such findings
have implications for the predominantly visual-based feedback
systems of surgical robots that are being developed.
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