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ABSTRACT In this paper, a dynamic unmanned aerial vehicle (UAV)-based heterogeneous network
(HetNet) equipped with directional terahertz (THz) antennas is studied to solve the problem of transferring
massive traffic of distributed small cells to the core network. To this end, we first characterize a detailed
three-dimensional (3D) modeling of the dynamic UAV-assisted HetNet, by taking into account the random
positions of small cell base stations (SBSs), spatial angles between THz links, real antenna pattern, and
UAV’s vibrations in the 3D space. We then formulate the problem for UAV trajectory to minimize the
maximum outage probability (OP) of directional THz links. Then, using geometrical analysis and deep
reinforcement learning (RL) method, we propose several algorithms to find the optimal trajectory and
select an optimal pattern during the trajectory. For a network with slow time changes, we also propose
a deep RL framework to solve the joint optimal UAV positioning and antenna pattern control. The
simulation results confirm that the UAV trajectory or antenna pattern control is not enough to achieve
acceptable performance, and the UAV should control its antenna patterns during the trajectory to manage
the interference.

INDEX TERMS Antenna pattern, deep reinforcement learning, positioning, trajectory, THz, UAV.

I. INTRODUCTION

WIRELESS backhaul/fronthaul links are proposed as
an alternative for massive deployment of small cells

because they are more flexible, easy to deploy, and cost-
effective as compared to the traditional optical fiber links.
Microwave backhaul/fronthaul links can cover a wide area
but suffer from low data rates. High frequency millime-
ter wave (mmWave) and terahertz (THz) links meet the
capacity requirements of next generation communication
networks. However, mmWave/THz links suffer from sus-
ceptibility to weather conditions and require a line-of-sight
(LoS) connection, which is the main hurdle in urban
regions. A scalable idea was presented in [2] that utilizes
unmanned aerial vehicles (UAVs) as a wireless fronthaul
hub point between small cells and the core network. These
UAV-hubs acting as networked flying platforms (NFPs)

provide a possibility of wireless LoS fronthaul link and thus,
enable the implementation of mmWave/THz in commercial
systems.
However, in a dynamic network, the design of a UAV-

based network with THz links is complicated because
capacity and volume of demand for Internet access are
dynamically changing during the day. The UAVs should
adjust their positions in the three-dimensional (3D) space
in relation to the distributed dense small cell base sta-
tions (SBSs) in such a way that, while providing a LoS
connection, linklengths should be minimized to reduce
channel loss and the spatial angle between links should
be maximized to reduce interference between links. To
this end, trajectory and positioning of UAV for provid-
ing high-quality THz fronthaul links for distributed dense
small cell network is one of the main challenges for the
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implementation of THz backhaul/fronthaul in commercial
systems; and this constitutes the main subject of this study.
We tackle such challenge by combining geometrical analysis
and reinforcement learning (RL) methods.

A. LITERATURE REVIEW
Although numerous great works have been reported about
UAV trajectory in the literature [3], [4], [5], [6], [7], [8], most
of these works are related to traditional RF frequency with
omnidirectional antennas and cannot be directly used for
directional THz antennas. Unlike omnidirectional antennas,
directional THz antennas are sensitive to UAV’s vibrations,
alignment error and spatial angle between links. To solve
the trajectory and positioning optimization problem for a
3D active topology, stochastic geometry can be applied. By
studying survey [9] and the references there in, the main
issue with this approach is that most of these works are
based on very simplified assumptions that are not suit-
able for UAV-based 3D networks. For example, in most
of the analysis, the focus is on the analysis of the dis-
tance between the user to the base station, which is suitable
for common omnidirectional antennas in the access link.
According to [10], [11], UAV-based THz/mmWave networks
are function of distance, elevation and azimuth angles,
and spatial angle between directional links. Most impor-
tant, all these parameters are dependent on each other and
it is not accurate to analyze the effect of each of these
parameters separately for optimal network design. Therefore,
the accurate analysis of such 3D systems using stochas-
tic geometry analysis would be very complicated, if not
impossible.
The complexity of stochastic geometry analysis for mod-

ern wireless networks are continuously increasing, and tools
from artificial intelligence (AI) and machine learning (ML)
are crucial [12]. UAV trajectory/positioning with the help of
RL algorithms can provide a reliable service for distributed
users, which is the subject of several recent works [13],
[14], [15], [16], [17], [18], [19], [20], [21], [22], [23],
[24], [25]. In general, omnidirectional antennas have been
used in all these works. For omnidirectional antennas, the
problem is very simple because only the distance of the
links is important. For THz directional antennas, the dis-
tribution of ground nodes, and the spatial angle between
adjacent nodes affect the channel and interference model
and thus, the trajectory optimization algorithms provided in
these works cannot be directly used. Moreover, due to the
small beamwidth of directional THz links, the small fluc-
tuations of the UAV, even in the order of one degree, can
affect the performance of the system, and therefore the THz
beamwidth have to be designed with this constraint in mind,
and avoiding small beamwidth values. Large beamwidth val-
ues, on the other hand, allow interference among THz links.
Finding the suitable adjustment point has to be dynamic
during the trajectory, where the UAV must simultaneously
adjust its antenna pattern to control the interference between
randomly distributed nodes which is the subject of this
work.

FIGURE 1. An illustration of a UAV-assisted HetNet as an alternative solution for
fronthaul links which uses directional THz antenna to transfer traffic from the
distributed SBSs to the core network.

B. CONTRIBUTIONS
In this study, we consider a dynamic UAV-assisted HetNet as
shown in Fig. 1 that is offered as a cost effective and easy to
deploy solution in [2] to solve the problem related to trans-
ferring traffic of the distributed SBSs to the core network.
In order to increase the network capacity, we use THz direc-
tional antennas to reuse the frequency in the 3D space. The
most important challenge of the considered network is the
interference between the links. Therefore, in order to manage
the interference, it is necessary for the UAV to perform its
trajectory in such a way that, while placing all the SBSs in
its field-of-view (FoV), it maximizes the angle between the
links in order to achieve the least interference between the
links. Also, during the trajectory, the antenna patterns should
be managed in such a way that they are resistant to the UAV’s
fluctuations while reducing interference. Designing the con-
sidered dynamic network with the mentioned challenges is
the main goal of this work. To this end, by combining geo-
metrical analysis and deep RL, we propose several novel
algorithms for UAV trajectory and optimal antenna pattern
control. Our main contributions are summarized as follows:

• We characterize a detailed 3D modeling of the dynamic
UAV-assisted HetNet, by taking into account the ran-
dom positions of SBSs, spatial angles between THz
links, real antenna patterns, and UAV’s vibrations in
the 3D space. Using this characterization, we formulate
the problem for two scenarios including UAV trajectory
for a dynamic networks and positioning for a network
with slow time changes.

• For the simple case of constant antenna pattern along
the trajectory, a deep RL framework is proposed to
solve the trajectory problem of the dynamic network
with the objective of minimizing the maximum outage
probability (OP) of fronthaul links.

• To tackle the high complexity of joint optimal UAV
trajectory and antenna pattern beamwidth control, a
novel method is provided based on the combination
of geometrical analysis and deep RL method.
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• For a network with slow time changes, we also propose
an algorithm to solve the joint optimal UAV positioning
and antenna pattern control.

• Then, using the geometrical analysis of the random
positions of SBSs, we provide a novel algorithm for
UAV-positioning that converges to the global optimal
position very fast.

• Next, we examine the performance of the system in
the trajectory and positioning scenarios, through both
algorithms evaluation and computer simulations.

• Finally, we modify our proposed algorithms for an envi-
ronment with 3D obstacles and we show that by using
the proposed algorithms, the UAV learns well during
the trajectory to first place all the SBSs in the LoS
state. Then, with the optimal antenna pattern selec-
tion, the UAV finds the optimal trajectory to reduce the
interference between the SBSs that are close to each
other.

II. THE SYSTEM MODEL
As shown in Fig. 1, we consider a UAV-assisted HetNet
where its UAV-based THz links are used to transfer the
SBSs traffic. We assume each UAV is equipped with Mu

directional antennas denoted by Ai where i ∈ {1, . . . ,Mu}.
The direction of each Ai is set towards an SBS assigned to it.
SBSs are randomly distributed in a two-dimensional ground
space and they can change randomly over time. Let Ms ∈
{Ms,min, . . . ,Ms,max} denote the number of SBSs which is a
uniform discrete random variable (RV) where Ms,max = Mu.
The position of each SBS denoted by Si is characterized as
[xi, yi, 0] in a Cartesian coordinate system where [x, y, z] ∈
R

1×3. The SBS adjusts its directional antenna (denoted by
Asi) towards the UAV. We assume that the ground SBS has
higher stability than the UAV and has a negligible vibration
error compared to the UAV. Also, Fi stands for the fronthaul
link between Ai and Asi .
We consider a dynamic general network in which the

number and position of SBSs change randomly with time
T ∈ [Tmin,Tmax] which is a uniform RV. The changes in
the network after time T are such that md of the SBSs are
randomly disconnected and the other mc SBSs are connected
to the UAV with new random positions on the x− y plane.

With any change in network topology, the UAV must
continuously modify its position. We assume that the UAV
flies with the maximum speed constraint vmax in (m/s) and
the maximum acceleration constraint v′max in (m/s2). Let
Bu(t) = [xu(t), yu(t), zu(t)] represent the instantaneous posi-
tion of UAV at time t. For a short time �t, the position of
UAV is updated as

⎧
⎨

⎩

xu(t +�t) = xu(t)+ vx(t)�t + 1
2v
′
x(t)�t

2,

yu(t +�t) = yu(t)+ vy(t)�t + 1
2v
′
y(t)�t

2,

zu(t +�t) = zu(t)+ vz(t)�t + 1
2v
′
z(t)�t

2,

(1)

where v(t) = [vx(t)], vy(t), vz(t)] and v′(t) =
[v′x(t)], v′y(t), v′z(t)] are instantaneous speed and accel-
eration of UAV, respectively. For notation simplicity, we

will remove the notation t of Bu(t) = [xu(t), yu(t), zu(t)] in
the following, except where necessary.

A. THE 3D ANTENNA PATTERN
In order to reduce the effect of interference and also to
reduce the negative effect of channel attenuation at high
THz frequencies, the use of high gain antenna is essen-
tial, particularly for ultra high data rate fronthaul links. In
addition, as shown in [11], employing a directional antenna
pattern allows us to reuse frequency bands thus improving
the spectral efficiency of the considered system.
We consider a uniform square array antennas for both

UAV and SBSs. Let Nui × Nui represent antenna elements
of Ai for i ∈ {1, . . . ,Mu} with the same spacing da between
elements. Similarly, Nsi×Nsi are antenna elements of Si for
i ∈ {1, . . . ,Ms}. The array radiation gain is mainly formu-
lated in the direction of θ and φ, where θ and φ are clearly
defined in [26, Fig. 6.28]. By taking into account the effect
of all elements, the array radiation gain will be:

Gqi
(
Nqi, θ, φ

) = G0
(
Nqi
)
Gai
(
Nqi, θ, φ

)
, (2)

where Gai is an array factor and G0 is defined in (4). Also,
the subscript q = s determines the antenna of Si and the
subscript q = u determines the antenna of Ai. If the amplitude
excitation of the entire array is uniform, then the array factor
Gai(Nqi, θ, φ) for a square array of Nqi × Nqi elements can
be obtained as [26, eqs. (6-89) and (6-91)]:

Gai
(
Nqi, θ, φ

) =
⎛

⎝
sin
(
Nqi(kda sin(θ) cos(φ)+Vx)

2

)

Nqi sin
(
kda sin(θ) cos(φ)+Vx

2

)

×
sin
(
Nqi(kda sin(θ) sin(φ)+Vy)

2

)

Nqi sin
(
kda sin(θ) sin(φ)+Vy

2

)

⎞

⎠

2

, (3)

where da = λ
2 and Vw are the spacing and progressive phase

shift between the elements, respectively. k = 2π
λ

is the wave
number, λ = c

fc
is the wavelength, fc is the carrier frequency,

and c is the speed of light. Also, in order to guarantee that
the total radiated power of antennas with different Nqi are
the same, the coefficient G0 is defined as

G0
(
Nqi
) = 4π

∫ π
0

∫ 2π
0 Gai

(
Nqi, θ, φ

)
sin(θ)dθdφ

. (4)

Based on (3), the maximum value of the antenna gain is
equal to G0(Nqi), which is obtained when θ = 0.

B. MODELING OF UAV VIBRATIONS
In practical situations, an error in mechanical control system,
mechanical noise, position estimation errors, air pressure,
and wind speed can affect the UAV’s angular and position
stability [27]. This, in turn, leads to antenna misalignment
or pointing errors. Therefore, as Nqi increases, the system
becomes more sensitive to the UAV’s vibrations. On the one
hand, we must increase Nqi to reduce interference between
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fronthaul links. However, we must be careful not to choose
a very large value for Nqi such that even with small fluctua-
tions in antenna direction, the probability of missing the main
lobe and being on the side-lobes increases. Let � = [�x,�y]
denote the UAV’s orientation fluctuations. Based on the cen-
tral limit theorem, the UAV’s orientation fluctuations are
considered to be Gaussian distributed [28], [29]. Therefore,
we have �x ∼ N (0, σ 2

θ ), and �y ∼ N (0, σ 2
θ ). The received

power by Asi is modeled as follows:

Pri = Pti |hLi |2G0(Nsi)Guj
(
Nuj,�,	

)

+ |hLi |2
Ms∑

j=1,j �=i
PtjG0(Nsi)Guj

(
Nuj, θij, φij

)

︸ ︷︷ ︸
Interference

+n0, (5)

where n0 is the receiver noise, Pti is the transmit power of Ai,
Li is the link length of Fi, hLi = hLf (Li)hLm(Li) is the channel
path loss, hLf (Li) = ( λ

4πLi
)2 is the free-space path loss,

hLm(Li) = e−
K(f )

2 Li represents the molecular absorption loss,
and K(f ) is the frequency dependent absorption coefficient.
Moreover, in (5), θij = [θxij + �x, θyij + �y], where θ ′ij =
[θxij, θyij ] is the spatial angle between Fi and Fj links which
is obtained as

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

θxij = cos−1

⎛

⎝
(xu−xi)2+(xu−xj)2+2z2u−d2

xij

2

√
[
(xu−xi)2+z2u

][

(xu−xj)2+z2u
]

⎞

⎠,

θyij = cos−1

⎛

⎝
(yu−yi)2+(yu−yj)2+2z2u−d2

yij

2

√
[
(yu−yi)2+z2u

][

(yu−yj)2+z2u
]

⎞

⎠,

(6)

where dxij = |xi−xj| and dyij = |yi−yj|. Also, the parameter
φij is the roll angle of pattern Aj with respect to Asi .

C. PROBABILITY OF LoS
In addition to the high propagation loss, THz communica-
tion systems are very sensitive to blockages [30]. Therefore,
the probability of LoS is an important factor and can
be described as a function of the elevation angle and
environment as follows [31], [32]:

PLoS(θei) = 1

1+ α exp
(
−b
(

180
π
θei − α

)) (7)

where α and b are constants whose values depend on
the propagation environment, e.g., rural, urban, or dense
urban, and θei is the elevation angle of Si compared to the
instantaneous position of UAV and can be formulated as

θei = tan−1

⎛

⎝
zu

√

(xi − xu)2 + (yi − yu)2

⎞

⎠. (8)

Finally, the SINR is modeled as

γi = PtiαLi |hLi |2G0(Nsi)Guj
(
Nuj,�,	

)

∑Ms
j=1,j �=i PtjαLi |hLi |2G0(Nsi)Guj

(
Nuj, θij, φij

)+ σ 2
N

, (9)

where σ 2
N is the thermal noise power, and coefficient αLi

determines Si is in the LoS or non-line-of-sight (NLoS) of
the UAV.

III. PROBLEM FORMULATION
As mentioned, the distribution of active fronthaul links con-
nected to the UAV changes with time T , which is a random
parameter. If T is in the order of a few seconds, our problem
is of the trajectory type, because the UAV must continuously
correct its position. If T changes in the order of several tens
of seconds to minutes, the UAV has enough time to reach
the optimal position, and therefore our problem is of the
positioning type. In practice, the topology of active/inactive
fronthaul links changes less than access links, and this
assumption is also practical for many scenarios.
Let us represent a set of UAV movements in the time

period T = [t0, t0 + Ja�t] as

Bu(T ) = {Bu(t0),Bu(t0 +�t), . . . ,Bu(t0 + Ja�t)},
where Bu(t+ j�t) = [xu(t+ j�t), yu(t+ j�t), zu(t+ j�t)] for
j ∈ {0, 1, . . . , Ja}, and Ja is the number of UAV’s actions.
N ′u(T ) is defined as a set of antenna patterns during the
time period T as

N ′u(T ) = {Nu(t0),Nu(t0 +�t), . . . ,Nu(t0 + Ja�t)},(10)
where Nu(t0 + j�t) is the set of active antenna elements at
time t = t0 + j�t for Ms different directional Ai antennas
which is formulated as

Nu(t0 + j�t) =
{
Nu1,Nu2, . . . ,NuMs

}
, (11)

for j ∈ {0, 1, . . . , Ja}. Also, P ′t (T ) is defined as a set of
transmitted power during the time period T as

P ′t (T ) = {Pt(t0),Pt(t0 +�t), . . . ,Pt(t0 + Ja�t)}, (12)

where Pt(t0 + j�t) is the set of antenna patterns at time
t = t0+ j�t for Ms different Ai antennas which is formulated
as

Pt(t0 + j�t) =
{
Pt1,Pt2, . . . ,PtMs

}
, (13)

for j ∈ {0, 1, . . . , Ja}.
The trajectory time is denoted as Tep and is defined as:

Tep =
Ja∑

j=1

�Bu(t0 + j�t)
v(t0 + j�t) , (14)

where

�Bu(t0 + j�t)
=
√

�2xu(t0 + j�t)+�2yu(t0 + j�t)+�2zu(t0 + j�t),
and �xu(t0 + j�t) = xu(t + (j + 1)�t) − xu(t + j�t),
�yu(t0 + j�t) = yu(t + (j + 1)�t) − yu(t + j�t), and
�zu(t0+ j�t) = zu(t+(j+1)�t)−zu(t+ j�t). The trajectory
time is more important because we have a dynamic network
where on average, the topology of the network changes every
T̄ = Tmax+Tmin

2 second. Regarding the trajectory problem, the
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UAV seeks to find the optimal trajectory that will satisfy the
requested QoS of all fronthaul links in a minimum time Tep

under the constraint:

Tep ≤ T̄. (15)

Considering the importance of the OP in wireless communi-
cation, especially for wireless fronthaul links, in this work,
we define the quality of service based on the OP [33].
To achieve fair performance among all fronthaul links, we
minimize the maximum OP over all SBSs as

min
Bu(T ),N ′u(T ),P ′t (T )

max
[
Pout,1,Pout,2, . . . ,Pout,Ms

]
, (16)

where Pout,i is the OP of the ith fronthaul link (i.e., the
probability that γi falls below a threshold γth) and is obtained
as [34]

Pout,i = Prob
[
γi < γth

]
. (17)

Finally, based on (15) and (16), our optimization problem
for trajectory is formulated as follows:

min
Bu(T ),N ′u(T ),P ′t (T )

max
[
Pout,1, . . . ,Pout,Ms

]
(18a)

min
Bu(T ),N ′u(T ),P ′t (T )

1

Ja

Ja∑

j=0

Pt(t0 + j�t) (18b)

s.t. Tep ≤ T̄, (18c)

Pout,i < Pout,th, i ∈ {1, . . . ,Ms}, (18d)

Nmin ≤ Nui ≤ Nmax, i ∈ {1, . . . ,Ms},
(18e)

Pti ≤ Pt,max, i ∈ {1, . . . ,Ms}, (18f)

hmin ≤ zu(t) ≤ hmax, (18g)

v′(t) ≤ v′max, (18h)

v(t) ≤ vmax. (18i)

For a network with slow time changes, the trajectory time Tep
is not very important and our problem becomes positioning.
The optimization problem for positioning is simplified as:

min
Bu,Nu,Pt

max
[
Pout,1, . . . ,Pout,Ms

]
(19a)

min
Bu,Nu,Pt

1

Ja

Ja∑

j=0

Pt(t0 + j�t) (19b)

s.t. Pout,i < Pout,th, i ∈ {1, . . . ,Ms}, (19c)

Nmin ≤ Nui ≤ Nmax, i ∈ {1, . . . ,Ms}, (19d)

Pti ≤ Pt,max, i ∈ {1, . . . ,Ms}, (19e)

hmin ≤ zu(t) ≤ hmax, (19f)

v′(t) ≤ v′max, (19g)

v(t) ≤ vmax. (19h)

It should be noted that in the optimization problem (19), the
optimal values of the parameters Bu(T ), N ′u(T ), and P ′t (T )
along the trajectory are no longer important for us, and we
are only looking for the optimal values of the parameters
Bu, Nu, and Pt at the end point of the trajectory.

IV. ANALYSIS AND ALGORITHMS
As we can see, the optimization problem in (18) for trajec-
tory and its simplified version in (19) for positioning are
NP-hard because they are nonconvex, nonlinear, and mixed
discrete optimization problems [35]. Therefore, we are not
able to solve the optimization problems in (18) and (19)
by classical programming methods and hence, we move to
use RL-based methods. In the following, we first focus on
the trajectory optimization problem (18) and then, using
the obtained results, we find an efficient solution for the
positioning problem (19).

A. PRELIMINARIES ON PROPOSED DEEP RL-BASED
METHODS
In order to select an appropriate RL method, we need to
have an accurate knowledge about the state and action of
our problem. We are targeting to find the optimal trajec-
tory/position of the UAV and the antenna patterns along
with the optimal power allocation in such a way that
the interference between the fronthaul links is minimized.
Therefore, our state space includes a continuous 3D space
for the UAV’s position and a continuous Ms-dimensional
space for optimal power allocation along with a discrete
Ms-dimensional space for the Ms antennas related to the Ms

active fronthaul links. In this section, we will first solve
the problem for the simple case by considering the constant
antenna pattern and power, and then, we use the obtained
results to solve the problem for the general case. In the sim-
ple case, the state space is a continuous 3D space for the
position of the UAV, st = Bu(t) = [xu(t), yu(t), zu(t)] where
hmin ≤ zu(t) ≤ hmax, and the action is also a continuous 3D
variable at = [axt, ayt, azt] where

st+1 =
{
st + at, if hmin < zu(t)+ azt < hmax,

st, otherwise.
(20)

Because the action space is continuous, gradient-based
learning algorithms allow us to find the best parameters by
just following the gradient. Thereby, for the considered UAV-
based system, deep deterministic policy gradient (DDPG)
algorithm or its variants are fit to find the optimal policy for
the agent. While DDPG can achieve great performance, it is
frequently unstable with respect to hyperparameters because
there is a risk of overestimating Q-values in the critic (value)
network [36]. Twin Delayed DDPG (TD3) is an efficient
policy gradient algorithm that addresses this issue by intro-
ducing several critical tricks [36]. In this paper, TD3 is
used to find an optimal policy for the continuous actions of
UAV. Unlike the basic structure of an actor-critic network,
TD3 consists of two critic deep neural networks (DNNs)
Q(st, at, ψi) for i ∈ {1, 2}, two target DNNs Q(st, at, ψ ′i )
related to the Q(st, at, ψi), one actor DNN π(st, φ), and one
target DNN π(st, φ′i) related to the π(st, φi). Using square
Bellman error minimization, TD3 concurrently learns two
critic DNNs. The minimum of two similar critic Q(st, at, ψi)
is used to approximate the target Q-value. At every time
training step, TD3 updates the parameters of each critic by
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minimizing the cost function for training the critic DNN
which is defined as

⎧
⎪⎨

⎪⎩

Jψ1 = Eψ1
st,at,rt,st+1

[
(ytar − Q(st, at, ψ1))

2],

Jψ2 = Eψ2
st,at,rt,st+1

[
(ytar − Q(st, at, ψ2))

2],
(21)

where
{
ytar = rt(st, st+1, at)+ γmini=1,2Q

(
st, ãt, ψ ′i

)
,

ãt = clip
[
π
(
st+1, φ

′)+ clip[ε,−εmin, εmax], aLow, aHigh
]
,
(22)

and γ is the discount factor, aLow < at < aHigh is the valid
action range, and clip[ε,−εmin, εmax] is the clipped noise.
Instead of running an expensive optimization subroutine each
time to learn a deterministic policy π(s, φ), we can approx-
imate maxa Q(s, a;ψ1) ≈ Q(s, π(s, φ);ψ1) [36]. Based on
that, every d1 steps, we update the parameters of actor φ by
minimizing the following cost function:

Jφ =
∑

s

dπ (s)Q(s, π(st, φ)+ ε;ψ1), (23)

where at = π(st, φ)+ε is the final deterministic and contin-
uous action, ε is added noise for exploration, and dπ (s) is
the state distribution. For our problem, since many episodes
finish without achieving the goal state, we use a hindsight
experience replay (HER) memory to enhance efficiency of
the TD3 algorithm, wherein, we reset the final state of each
episode instead of the goal state [37].

B. TD3-BASED TRAJECTORY WITH FIXED ANTENNA
PATTERNS
To proceed with the TD3, we need to define state, action,
and reward, described as follows.

1) REWARD

A TD3 agent is an actor-critic reinforcement learning agent
that searches for an optimal policy that maximizes the
expected cumulative long-term reward. The goal is to find
the optimal UAV’s trajectory in such a way that the OP in
the worst conditions (fronthaul link with the worst outage
probability) is minimized. Therefore, we define the reward
as follows:

rt = Pout = max
[
Pout,1, . . . ,Pout,Ms

]
. (24)

Usually, logarithmic scales are used to show the OP, because
we can better see the performance improvement, especially
for the lower OPs. Accordingly, in order to better recognize
the difference between system performance at low OPs, we
modify the reward as follows:

rt = − ln(Pout). (25)

To calculate the OP, Ms different two-dimensional integrals
need to be numerically solved which causes a long process-
ing time to solve the problem. In order to decrease the run
time of the optimization problem, closed-form expression
for the OP is derived in Theorem 1.

Theorem 1: OP of the ith fronthaul link is derived as

Pout,i 	 Q

⎛

⎝
θ2
xij + θ2

yij − w2
B(Nui) ln(γth)

2σθ
√
θ2
xij + θ2

yij

⎞

⎠PLoS(θei)

+
(

σ 2
Nγth

Pti |hLi |2G0(Nsi)G0(Nui)

) w2
B(Nui)

2σ2
�

× U
(

1− σ 2
Nγth

Pti |hLi |2G0(Nsi)G0(Nui)

)

PLoS(θei)

+ (1− PLoS(θei)), (26)

where j represents the fronthaul link with the lowest spa-
tial angle compared to the fronthaul link i, and U(x) ={

1, x ≥ 0
0, x < 0

. is the step function.

Proof: Please refer to Appendix A.
As can be seen from (26), the OP is computed from

the sum of three terms. If the instantaneous spatial angle
θij = [θxij, θyij ] is small, the OP of the Fi link is limited by
interference of the Fj link. Otherwise, if the special angles
between all the links are large enough and all the SBSs
are in the FoV of the UAV, the OP is limited by the link
with the longest link length, which is provided in second
term of (26). By reducing the elevation angle θei, which is
a function of the instantaneous position of the UAV relative
to the Si, the OP of the Fi link will be limited by the third
term of (26).
In Fig. 3, we examined the accuracy of (26) through

simulations. In this figure, in addition to the total OP, we
investigate the effects of the aforementioned three terms. The
most important tunable parameter in the considered system
model is the antenna pattern which can be adjusted with
Nui. The optimal selection of Nui is a function of the θij
and the intensity of the UAV’s instabilities. For this reason,
the OP is plotted for a wide range of Nui. As expected, for
smaller Nui, the beamwidth of the antenna pattern is enlarged
and the system performance is limited by interference. By
increasing Nui, the beamwidth decreases and as a result
the interference decreases, and the system is limited by
noise. However, due to the UAV’s vibrations, for larger Nui,
the beamwidth becomes very small, and as a result, the
performance becomes more sensitive to the antenna align-
ment errors. Also, the simulation results confirm the accuracy
of the analytical results.

2) STATE AND ACTION

According to Section II, the state is actually the instan-
taneous position of the UAV in 3D space denoted by
s(t) = [xu(t), yu(t), zu(t)], which is a 3D continuous vari-
able. Also, using (1), the action is a 3D continuous
variable as

⎧
⎨

⎩

ax(t) = vx(t)�t + 1
2v
′
x(t)�t

2,

ay(t) = vy(t)�t + 1
2v
′
y(t)�t

2,

az(t) = vz(t)�t + 1
2v
′
z(t)�t

2.

(27)
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FIGURE 2. Structure of TD3-based algorithm for (a) trajectory planning, (b) trajectory planing with optimal pattern and power allocation.

FIGURE 3. Comparing the accuracy of the analytical results for Pout,i provided in
Theorem 1 with the simulation results for θij = 18◦ , σθ = 2◦ and different values of Nui .

It can be easily shown that for any random positioning of
SBSs, the optimal position of the UAV is in the following
interval:

{
min

{
x1, . . . , xMs

}
< xu,opt < max

{
x1, . . . , xMs

}
,

min
{
y1, . . . , yMs

}
< yu,opt < max

{
y1, . . . , yMs

}
.

(28)

Since the optimization problem has a large number of
local maximum points, (28) helps us to limit the state and
action space, and as a result, the convergence speed increases
multiple times. In addition, according to (18g), the flying
height of the UAV is limited as hmin ≤ zu(t) ≤ hmax. Let us
define the limited state space as

S =
⎧
⎨

⎩

xu(t) ∈
[
min

{
x1, . . . , xMs

}
,max

{
x1, . . . , xMs

}]
,

yu(t) ∈
[
min

{
y1, . . . , yMs

}
,max

{
y1, . . . , yMs

}]
,

zu(t) ∈ [hmin, hmax].
(29)

Based on this, we modify the reward and action as follows:

r(t) =
{ − ln(Pout(t))

C1+a(t) , (s(t)+ a(t)) ∈ S,
0, (s(t)+ a(t)) /∈ S, (30)

a(t) = 0, if (s(t)+ a(t)) /∈ S. (31)

In (30), the term a(t) + C1 is used to include the effects
of the trajectory time in the reward. More precisely, if the

action a(t) is larger, it will definitely take more time. Also,
the fixed term C1 has been used so that the UAV does not
receive unreasonably large rewards for small actions.

3) ALGORITHM

Our proposed trajectory method is summarized in
Algorithm 1 and with schematic illustrated in Fig. 2(a).
Algorithm 1 is provided for a dynamic network whose topol-
ogy changes every T seconds, where T ∈ {Tmin,Tmax} is a
random variable. In Algorithm 1, the variables s′′0 and s′(t′)
indicate the initial and final position of the UAV in each
trajectory. The UAV flies from point s′′0 to point s′(t′) based
on the trajectory obtained from Algorithm 1. The UAV stops
at point s′(t′) until the network topology changes.

C. ADAPTIVE TD3-BASED METHOD
We show that with the geometrical analysis of the envi-
ronment, the antenna patterns and transmitted power can be
adjusted in such a way that the interference between the fron-
thaul links is reduced. To tackle this issue, as RL is a good
approach for solving our considered dynamic optimization
problem for trajectory, our solution is based on a hybrid
technique by combining RL and geometrical analysis.
Proposition 1: If the OP of ith fronthaul link is lim-

ited by interference, then the optimal value of the antenna
pattern is:

Nui,opt = Nmax. (32)

Proof: Based on the results of Appendix A, when the
ith fronthaul link is limited by interference, its OP is
proportional to

Pout,i ∝ Q

(

c1 − c2

N2
ui

)

, (33)

where c1 = θ2
xij
+θ2

yij

2σθ
√
θ2
xij
+θ2

yij

, and c2 = ln(γth)

2σθ
√
θ2
xij
+θ2

yij

.

The term (c1 − c2
N2
ui
) is an ascending function of Nui.
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Algorithm 1 TD3-Based Trajectory Algorithm

Input: Nui, Pt, hmin, hmax, α, b, γ,−εmin, εmax, s′′0 , T̄
Output: Trajectory Bu(t)

Initialize all, critic networks Q(st, at, ψ1),Q(st, at, ψ2)

with ψ1, ψ2, actor network π(st, φ) with φ
Initialize target networks ψ ′1 ← ψ1, ψ ′2 ← ψ2, φ′ ← φ

1: Initialize environment and reset Si for i = {1, ...,Ms}.
2: Initialize replay buffer
3: Reset s(1) = s′′0 . Generate random T ∈ {Tmin,Tmax}.
4: for episode = 1 to max-number-episodes do
5: Initialize local buffer
6: Observe the initial state s(t)
7: for n = 1 to max-episode-steps do
8: Perform action a(n) = π(s(n), φ)+ ε.
9: Observe reward r(n) and the next state s(n+ 1).
10: Store the transition (s(n), a(n), r(n), s(n + 1)) in

replay buffer.
11: Sample mini-batch from replay buffer.
12: Update ψ1 and ψ2 by minimizing Jψ1 and Jψ2 .
13: if ddel mod n then
14: Update actor φ by minimizing (23).
15: Update target networks: ψ ′1 ← τψ1+ (1− τ)ψ ′1,

ψ ′2 ← τψ2 + (1− τ)ψ ′2, φ′ ← τφ + (1− τ)φ′.
16: end if
17: end for
18: end for
19: Set s′(0) = s′′0 , a(0) = 0, v(0) = 1, and t = 0.
20: for n to max-number-episodes do
21: Update t = t + a(t)/v(t)
22: Get action a(t) = π(s′(t), φ)
23: Update s′(t) based on a(t) and store s′(t) in Bu(t).
24: Update v(t) based on (29).
25: end for
26: Compute Pout for any elements of Bu(t) based on (26).
27: Find s′(t′) that has the least Pout in the range of t < T̄/2.
28: Trajectory: Fly the UAV from s′(0) to s′(t′) based on (1).
29: while t < T do
30: Stay UAV at s′(t′).
31: end while
32: Reset s′′0 ← s′(t′).
33: return to line 1

Since Q(x) is a descending function, therefore, in an
interference-limited state, Pout,i is a decreasing function of
Nui and its optimal value is equal to the maximum value,
i.e., Nui,opt = Nmax.
Based on the results of Proposition 1, when the

performance is limited by interference, the best way is to
increase Nui and reduce the beamwidth. However, it should
be noted that by increasing Nui, the performance may change
to the case limited by SNR. In this case, reducing the
beamwidth is not necessarily the best option, because by
reducing the beamwidth, the sensitivity of the system to the
alignment error increases.

Algorithm 2 Adaptive TD3-Based Trajectory Algorithm

Input: Nmin, Nmax, hmin, hmax, α, b, γ,−εmin, εmax, s′′0 , T̄
Output: Trajectory Bu(t), N ′u(t),P ′t (t)

Initialize all, critic networks Q(st, at, ψ1),Q(st, at, ψ2)

with ψ1, ψ2, actor network π(st, φ) with φ
Initialize target networks ψ ′1 ← ψ1, ψ ′2 ← ψ2, φ′ ← φ

1: Do lines 1-8 of Algorithm 1.
2: Observe next state s(n+ 1).
3: Compute adaptive values for Nui and Pti by using the

results of Propositions 1-3 for i ∈ {1, . . . ,Ms}.
4: Observe reward r(n).
5: Do lines 10-23 of Algorithm 1.
6: Compute adaptive values for Nui(t) and Pti(t) by using

the results of Propositions 1-3 and store them in N ′u(t),
and P ′t (t), respectively.

7: Do lines 24-32 of Algorithm 1.
8: return to line 1

Proposition 2: If the OP of the Fi link is limited by SNR,
the OP is a convex function of Nui and its optimal value is
obtained easily as:

Nui,opt = min
Nui

∣
∣
∣
∣
∣
∣
∣
∣

1+
(
c1

N2
ui

)N2
ui
c2

ln

(
c1

N2
ui

)
∣
∣
∣
∣
∣
∣
∣
∣

, (34)

where
⎧
⎨

⎩

c1 = σ 2
Nγth

Pti |hLi |2G0(Nsi)π
,

c2 = (1.061)2

2σ 2
�

.
(35)

Proof: Please refer to Appendix B.
Proposition 3: If the OP of the Fi link is limited by

interference, the power changes have no effect on the system
performance. In this case, in order to reduce the average
transmitted power of the UAV, Pti can be reduced as follows:

Pti =
σ 2
Nγth

|hLi |2G0(Nsi)G0(Nui)

(
PLoS(θei)

J2i

) 2σ2
�

w2
B(Nui) , (36)

where

J2i = c3
(
1+ P

′′
out,i − PLoS(θei)

)
. (37)

Proof: Please refer to Appendix C.
Using the results of Propositions 1-3, we present an adap-

tive TD3-based algorithm for the trajectory problem that
significantly improves the system performance. Our proposed
adaptive method is summarized in Algorithm 2 and with
schematic illustrated in Fig. 2(b).

D. POSITIONING
If the topology changes in the order of minutes, then the
UAV has enough time to find the optimal position. Notice
that our problem is formed by a large number of local max-
imum points for UAV position. However, since in the TD3
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Algorithm 3 Positioning With Adaptive Pattern and Power
Allocation
Input: Nmin, Nmax, hmin, hmax, α, b, γ,−εmin, εmax, mep,

m′ep
Output: Bu,opt, Nui,opt, Pti,opt for i ∈ {1, ...,Ms}

Initialize all, critic networks Q(st, at, ψ1),Q(st, at, ψ2)

with ψ1, ψ2, actor network π(st, φ) with φ
Initialize target networks ψ ′1 ← ψ1, ψ ′2 ← ψ2, φ′ ← φ

1: Do lines 1 and 2 of Algorithm 1.
2: Initialize ropt = 0
3: for m = 1 to (mep/m′ep) do
4: Generate random s′′0 and reset s(1) = s′′0 .
5: for episode = 1 to m′ep do
6: Do lines 5-8 of Algorithm 1.
7: Do lines 2-4 of Algorithm 2.
8: if r(n) > ropt then
9: Replace ropt = r(n), Bu,opt = S(n+ 1), Nui,opt =

Nui, Pti,opt = Pti for i ∈ {1, ...,Ms}.
10: end if
11: Do lines 10-16 of Algorithm 1.
12: end for
13: end for

algorithm, we follow the gradient to find the best parameters,
we are guaranteed to converge on a local maximum (in most
cases) or global maximum (best case). For the positioning
approach, we again exploit a TD3-based algorithm, which
efficiently solves the non-convex positioning optimization
problem in (19). To approach the global maximum, it is
enough to run TD3 algorithm in a large number. Unlike in
the trajectory case, the trajectory time here is not important
and thus, we modify the reward as:

r(t) =
{− ln(Pout(t)), (s(t)+ a(t)) ∈ S,

0, (s(t)+ a(t)) /∈ S. (38)

Moreover, the starting point is not important and we can
start the algorithm from any arbitrary point. In addition,
the simulation results show that starting from different ran-
dom points makes a better exploration in the state space
and approaches the global maximum point faster. However,
the different number of starting points cannot be chosen too
much and depends on the number of episodes. This is due to
this point that the combination of exploration and exploita-
tion in TD3 algorithm helps us to reach the maximum points.
Our proposed adaptive method for UAV positioning is sum-
marized in Algorithm 3. Parameters mep and m′ep in the input
of Algorithm 3 indicate the total number of episodes and the
number of episodes for each random initial position, respec-
tively. As we show in the simulations, the choice of the
starting points is very important in the faster convergence
of Algorithm 3. Therefore, in the sequel, by investigating
critical links, we can find a relative understanding of the
approximate position of the global optimal point. Then we
use the approximate points as the starting points and it is
observed that the algorithm converges several times faster.

FIGURE 4. A graphical example of how close SBSs affect the optimal position of the
UAV. (a) The close proximity of the UAV to S1 and S2 decreases spatial angle θ34.
(b) The UAV readjusts its position based on the position of Si s and parameters d12 and
d34 in such a way that a balance is created in the spatial angles θ12 and θ34.

1) CRITICAL FRONTHAUL LINKS

For the considered system, the fronthaul links generally meet
the condition of the requested OP, except in the several
following critical cases. First, having two SBSs close to each
other causes a small spatial angle between their fronthaul
links. Without loss of generality, we specify the two SBSs
with the smallest distance to each other with S1 and S2.
Also, dij =

√

(xi − xj)2 + (yi − yj)2 is the distance between
Si and Sj. The length of Fi link is obtained as

Li =
√

(ux − xi)2 +
(
uy − yi

)2 + h2
u, (39)

where hu is the instantaneous height of the UAV. The spatial
angle between Fi and Fj links is obtained as

θ ′12 = cos−1

(
L2

1 + L2
2 − d2

12

2L1L2

)

. (40)

For the critical condition, we know that d12 is very small.
Therefore, d12 << L1 and then we have L1 	 L2. Using
this, θ ′12 can be well approximated as

θ ′12 	 cos−1

(

1− d2
12

2L1L2

)

. (41)

According to (41), θ ′12 increases with the decrease of L1 and
L2. Therefore, at the beginning of the trajectory, the UAV
first decides to fly towards the critical SBSs S1 and S2.

However, by getting too close to the critical points S1
and S2, it may cause other spatial angles θ ′ij to become in
a critical situation. In order to get a better understanding,
a graphical example is provided in Fig. 4(a). As we see,
although d34 > d12, since the UAV being too close to S1
and S2, we have θ34 < θ12. In this case, using (40), the
UAV corrects its position in such a way that the following
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relationship approximately created:

L2
1 + L2

2 − d2
12

2L1L2
	 L2

3 + L2
4 − d2

34

2L3L4
. (42)

There are two important points related to (42). First, (42)
has several solutions, which are a function of the UAV’s
height. If the only goal is to reduce the spatial angle between
fronthaul links at critical points, the OP decreases by reduc-
ing the UAV’s height. Moreover, reducing the UAV’s height
decreases the link length and thus, it reduces the chan-
nel propagation loss. However, a decrease in the UAV’s
height decreases the elevation angle. Therefore, based on (5)
and (8), the SBSs that are at a farther distance from the
UAV become in critical conditions. Second, the UAV’s posi-
tion obtained form (42) is not the global optimal point. As
mentioned, the global optimal point is a function of many
correlated parameters, which cannot be accurately calculated
using geometrical analysis. However, the results of (42) can
be used as a starting point in Algorithm 3. Using these results
obtained from the instantaneous geometry of the network,
we modify the starting point of Algorithm 3. For differ-
ent values of the UAV’s height, we obtain the position of
UAV from (42), and then, we use it as the starting point
in Algorithm 3. The simulation results show that the use
of start points obtained from (42) increases the convergence
speed of Algorithm 3, significantly.

E. TRAJECTORY/POSITIONING UNDER ACTUAL
ENVIRONMENT
In the previous sections, according to the instantaneous θeis,
we calculated the reward (based on outage probability) by
considering the LoS probability. However, we can add more
complexity to the trajectory/positioning problem by assum-
ing that the UAV can quickly determine its LoS status. Let
fBu,i determine the LoS status of position Bu relative to the
Si. Therefore, the UAV is either in the LoS of Si wherein
fBu,i = 1 or in the NLoS state wherein fBu,i = 0. Therefore,
under this condition, (26) is modified as:

Pout,i 	 Q

⎛

⎝
θ2
xij + θ2

yij − w2
B(Nui) ln(γth)

2σθ
√
θ2
xij + θ2

yij

⎞

⎠fBu,i

+
(

σ 2
Nγth

Pti |hLi |2G0(Nsi)G0(Nui)

) w2
B(Nui)

2σ2
�

× U
(

1− σ 2
Nγth

Pti |hLi |2G0(Nsi)G0(Nui)

)

fBu,i

+ Pout,NLoS
(
1− fBu,i

)
, (43)

where Pout,NLoS is the outage probability in the NLoS state.
For the NLoS path, the received signal is caused by the
refraction or reflection of the signal. Due to the high atten-
uation of refraction or reflection of the signal at high
frequencies, the received signal is strongly weakened in
NLoS state. More importantly, in NLoS state, for directional

antennas, the received signal is caused by the reflection of
the signal sent from the antenna’s side lobes, which are
placed on the side lobes of the receiving antenna. As much
as the main gain of the antenna increases, the gain of the
side lobes decreases. Therefore, in the NLoS state, the out-
age probability tends to one. In this case, based on (25), we
have:

rt = − ln
(
Pout,NLoS 	 1

) 	 0 (44)

To help the UAV get out of NLoS state faster, we modify
the reward defined in (30) as:

r(t) =
⎧
⎨

⎩

− ln(Pout(t))
C1+a(t) , (s(t)+ a(t)) ∈ S, fBu,i = 1,
−1, (s(t)+ a(t)) ∈ S, fBu,i = 0,
0, (s(t)+ a(t)) /∈ S.

(45)

Also, by increasing the height, the probability of being in the
LoS state increases, and thus, we modify the action along
the z axis as:

az(t) = (zu(t)+ hmax)/2, if fBu,i = 0. (46)

Finally, in order to prepare Algorithms 1–3 under actual envi-
ronment, (43) and (45) should be used to calculate rewards,
and (46) should be used to perform actions along the z axis.

V. SIMULATION RESULTS AND PERFORMANCE
ANALYSIS
A. TRAJECTORY
For simulations, we consider that the UAV covers an area of
150× 150 m2. The UAV is equipped with Mu = 8 antennas
at frequency fc = 140 GHz. One of the practical problems of
using THz frequencies on UAVs is the power amplifier whose
dimensions is large [38]. Therefore, we considered the max-
imum transmitted power of 10 mW for each antenna, which
is practically possible for installation on a UAV. To com-
pensate the low transmitted power, we have used the array
antennas on the UAV. Each square array antenna includes of
Nui×Nui = 20×20 elements with equal spacing of d = λ/2
between elements. Therefore, the effective size of each array
antenna is Aeff 	 20×c

fc
= 4.3 cm2 [26], which has accept-

able dimensions for installation on the UAV. We have also
assumed that the SBSs are distributed with a uniform ran-
dom distribution and their topology changes every T second.
Parameter T ∈ {Tmin,Tmax} is also a random variable, where
Tmin = 20, and Tmax = 35. The maximum speed of the
UAV is vmax = 8 m/s, and its acceleration is v′ = 4 m/s2.
The UAV has a flight height limit of hmin = 30 m, and
hmax = 130 m. Also, the intensity of the UAV’s vibrations
is considered as σθ = 2◦.

MATLAB software is used to implement the algorithms,
define the 3D environment, adjust antenna patterns, and
compute rewards. Moreover, to train TD3 agents we use
the Reinforcement Learning Designer app in [39]. For
the machine learning configurations, all neural networks
are initialized with the same parameters: each has two
fully-connected hidden layers with size=256×128 neurons.
Adam is used as the optimizer of both critic and actor
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FIGURE 5. Studying the UAV trajectory in 4 consecutive time states. These figures show the power distribution (a) at the starting point of each time state, (b) at the final point
of the trajectory obtained from Algorithms 1, and (c) at the final point of the trajectory obtained from Algorithms 2. (d) The OP of the considered system for all four consecutive
time states is plotted versus time. To show the importance of trajectory, the results of Algorithms 1 and 2 are compared with a stationary system.

networks. The hyper-parameters are set as follows: the
learning rate of both the actor and critic networks are 10−4,
the discount factor γ = 0.9, the mini-batch size=32, replay

buffer size=1000, maximum number of episodes 200, the
maximum steps per episode is 20 and the Poylal averag-
ing factor τ = 0.01. Moreover, during the learning process,
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sometimes Q-functions begins to dramatically overestimate
Q-values, which then leads to the policy breaking. To avoid
this issue, we run the algorithms four times in parallel and
consider the trajectory that has the least OP.
In Fig. 5, we investigate the effect of the trajectory on the

OP of the considered dynamic system. To this end, we have
considered the UAV trajectory in 4 consecutive time states.
In each time state, a number of SBSs are randomly discon-
nected and a number of new SBSs with random positions are
connected to the UAV. With any change in network topol-
ogy, the last position of the UAV in the previous time state
becomes the starting point of the trajectory in the next time
state. Figures 5(a)-5(c) show the scaled power distribution of
the UAV. In particular, Fig. 5(a) shows the power distribution
at the starting point of each time state. Figures 5(b) and 5(c)
show the power distribution at the final point of the trajectory
obtained from Algorithms 1 and 2, respectively. The results
of Fig. 5(a) clearly show that by changing the topology of
the network, the interference between SBSs increases at the
start point, especially for SBSs that are close to each other.
In this case, we first use Algorithm 1 for trajectory, which
navigates the UAV to an optimal point in the 3D space. By
comparing Figs. 5(a) and 5(b), it can be seen that the UAV
manages the power distribution by modifying its position in
such a way that the interference between the SBSs is reduced.
The results of Fig. 5(c) are for the trajectory obtained from
Algorithm 2, in which the UAV, in addition to modifying the
position, corrects its antenna pattern. The results of Fig. 5(c)
show well how the combination of trajectory and antenna
pattern has further reduced the interference between dis-
tributed SBSs. The UAV uses antenna patterns with very
small beamwidth to reduce the interference between SBSs
that are close to each other. However, the OP of these links
becomes more sensitive to antenna misalignment due to the
UAV’s vibrations. On the other hand, for the rest of the
SBSs that have a sufficient distance from the other SBSs, a
larger antenna beamwidth is selected to achieve a trade-off
between the antenna gain and the pointing errors.
It should be noted that in Figs. 5(a)-5(c), the position of

the UAV is shown on the x− y plane. In practice, the UAV,
in addition to its position on the x− y plane, also modifies
its height, which cannot be displayed in these figures. The
results of the figures provide an overview of how UAV man-
ages power distribution between SBSs using trajectory. To
find more information, for all four consecutive time states,
the OP of the considered system is also plotted in Fig. 5(d).
The results of this figure give us more information about
the time of the UAV trajectory from the starting point to the
final point. In Fig. 5(d), to show the importance of the trajec-
tory, we have compared its performance with the stationary
systems. For a stationary system, the best position is defi-
nitely in the center because it provides larger spatial angle
between SBSs on average. As the results of Fig. 5(d) show,
the stationary system generally performs better at the start
point. But the UAV corrects its position in a short time
and significantly improve the OP. It should be noted that

FIGURE 6. OP versus t for three different values of Pt and two different values of σθ .

the results show the OP of the worst fronthaul link (critical
link) and the rest of the links have lower OPs.
In the following, we examine the effect of the transmitted

power and the intensity of UAV instability on the system
performance along the trajectory. To this end, in Fig. 6, for
a random positioning of SBSs and taking into account a ran-
dom start point, the OP of the considered system is depicted
for three different values of Pt, as well as two different val-
ues of UAV instability, σθ = 1◦ and 3◦. As the simulations
show, for σθ = 1◦, by increasing Pt from 4 to 10 mW,
the system performance improves significantly. However, by
increasing Pt from 10 to 30 mW, the performance of the
system is slightly improved, which indicates that the system
is limited by interference. In this case, increasing the power
simultaneously increases the interference. For σθ = 3◦, the
probability of interference increases, and as a result, it can be
seen that increasing Pt has a negligible effect on the system
performance. The general result is that in the interference-
limited mode, and where two SBSs are close to each other,
increasing Pt cannot improve the system performance.

B. POSITIONING
Next, we examine the issue of positioning. To this end, in
Table 1, we investigate the performance of the algorithms
provided for positioning. For the benchmark, we have used
exhaustive search algorithm. For the exhaustive search, we
divided the 3D space into discrete parts with an accuracy of
50 cm. The total search space is 200×300×300. In the whole
discrete search space, we find the optimal position of the
UAV with the least OP. Algorithm 3 was first proposed for
positioning. Then, by studying the statistical geometry of the
environment, we modified the starting point of Algorithm 3
according to the distribution of SBSs. We have implemented
the algorithms for different values of time steps. The number
of time steps is equal to the number of episodes multiplied
by the steps per episode. The steps per episode is considered
equal to 10. The simulation results clearly show that using
the starting points obtained from the network geometry helps
the machine learning algorithm to converge faster. As it can
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TABLE 1. Comparison of the proposed algorithms for positioning with exhaustive search results.

be seen, with only 1000 time steps, it achieves the OP close
to the lowest OP obtained from exhaustive search.
The results of Table 1 include two adaptive and non-

adaptive parts. The adaptive algorithm refers to an algorithm
that along with positioning, selects the optimal values for
antenna patterns and powers. By comparing the results of two
parts, the adaptive algorithm performs much better than non-
adaptive algorithm. It should be noted that the computational
complexity of the adaptive algorithm is almost the same as
that of the non-adaptive algorithm, because by using the
results of Propositions 1-3, we determine the optimal values
according to each UAV position. Moreover, from a practi-
cal point of view, almost no special complexity is added
to the adaptive algorithm compared to the non-adaptive
algorithm. In particular, both adaptive and non-adaptive algo-
rithms have the same maximum transmitted power. Only the
adaptive algorithm reduces the transmitted power in some
times when the system is limited by interference, because it
was shown that the power causes the simultaneous ampli-
fication of the main signal and the interference. Moreover,
in order to choose the optimal pattern, it is enough to make
the antenna elements active or inactive, without the need for
heavy processing to beam shaping. The dimensions of the
considered array antenna were also discussed at the THz
frequency, which is in the order of 4 cm.

C. 3D ENVIRONMENT
We can use different methods such as ray tracing to model
LoS in an environment with real obstacles. Since the compu-
tational volume and the processing speed are key parameters
in our analysis, in order to model LoS in a 3D environ-
ment with real obstacles, a method based on quantization of
the 3D environment is provided in Appendix D, which can
be implemented with high accuracy and low computational
volume.
To simulate the obstacles, we assume that in an area

150 × 150 m2, 10 buildings with an average height of
15 meters and a length and width of 8 meters are randomly
distributed. The SBSs are randomly distributed similar to

the previous section. The UAV also starts working in an
initial random location. The 3D image of the distribution
of obstacles (buildings) is shown in Fig. 7(a). According to
the modified Algorithms 1 and 2, the UAV starts the trajec-
tory. Algorithm 1 is for the case with a fixed pattern and
Algorithm 2 is for the case with an adaptive pattern. The
outage probability of links during the trajectory is plotted in
Fig. 7(b) for both algorithms. As we can see, for both algo-
rithms, at the start times, the UAV has a maximum outage
probability equal to 1. During these start times, at least one
of the SBSs is in the NLoS state. At the moment t = 5.9
s, the UAV solves the problem related to NLoS of all SBSs
and at this moment the outage probability decreases, signif-
icantly. For the rest of the trajectory, the UAV acts the same
as before to control the interference and the distance between
the SBSs to minimize the maximum outage probability.

VI. CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this work, we consider a general dynamic UAV-based
HetNet taking into account the random positioning of SBSs,
spatial angles between THz links, real antenna pattern, and
UAV’s vibrations in the 3D space. Using directional THz
antennas, the main goal of this work was spatial frequency
reuse to increase the capacity of a dynamic UAV-based
HetNet, while improving the quality of service of each link
(we considered OP as the service quality metric). Then, using
geometrical analysis and deep RL method, we proposed sev-
eral algorithms to learn the optimal trajectory/positioning to
minimize the maximum OP of directional THz links. In the
presence of UAV’s vibrations, considering the importance of
antenna pattern in interference management, we proposed
an algorithm that selects an optimal pattern during the tra-
jectory. We then modified our proposed algorithms for an
environment with 3D obstacles and observed that by using
the proposed algorithms, the UAV learns well during the
trajectory to first place all the SBSs in the LoS state. Then,
with the optimal antenna pattern selection, the UAV finds
the optimal trajectory to reduce the interference between the
SBSs that are close to each other.
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FIGURE 7. (a) 3D illustration of obstacles and random positioning of SBSs.
(b) Comparison of the outage probability of the considered system during the
trajectory in the 3D environment depicted in Fig. 7(a).

We envision several future research directions for this
work. For instance, in this work, we tried to cover an area
with a UAV. However, for wider areas, it is better to use
several UAVs, in which case the trajectory problem becomes
more complicated. In addition, for the conventional network
with multiple UAVs using omnidirectional antennas, usu-
ally, the ground nodes are connected to the UAVs with
the shortest distance. However, for the considered dynamic
network equipped with directional antennas, the performance
is mostly affected by the spatial angle between the nodes and
the LoS status. Therefore, for a network with several UAVs,
novel clustering methods must be adopted for connecting
the ground nodes to the UAVs. Moreover, the main problem
of the considered dynamic network is that when the ground
nodes are very close to each other, high interference is gen-
erated. In order to manage interference, one can use new
techniques such as non-orthogonal multiple access technique
to manage interference during the trajectory.

APPENDIX A
By studying the behavior of the end-to-end SINR provided
in (9) under different conditions, we provide an approximate
closed-form expression of the OP, which is close to the
exact OP.

FIGURE 8. Showing the effect of the Azimuth angle φ on the side-lobe of an
Nuj × Nuj = 10 × 10 array antenna pattern.

1) LIMITED BY SNR

According to results of [10], for larger spatial angles between
fronthaul links, the side-lobes of the antenna pattern are the
main cause of the interference. In these conditions, it was
also shown in [10] that only by rotating the antenna pattern in
the direction of the azimuth angle, the interference between
fronthaul links can be significantly reduced to below the
noise level. Therefore, to reduce the interference, it is enough
to set the azimuth angle between the antenna patterns close
to 45 degrees. To better understand this point, in Fig. 8, the
real antenna pattern is drawn for two cases with φ = 0 and
φ = 45◦. As can be seen, for φ = 45◦, the interference
effect of the side-lobes can be easily ignored. In this case,
the antenna pattern is well approximated with the Gaussian
main-lobe pattern as follows [40]:

Guj(Nui, θ) = G0(Nui)

× exp

⎛

⎜
⎝−

(
tan−1

(√

tan2(θx)+ tan2
(
θy
)))2

w2
B(Nui)

⎞

⎟
⎠, (47)

where wB(Nui) = 1.061
Nui

is the angular beamwidth (called
the beam divergence). According to the mentioned points,
assuming −40◦ < φ < 50◦, for larger spatial angles between
fronthaul links, (9) is simplified as follows:

γi 	 PtiαLi |hLi |2G2
0(Nsi)G

2
0(Nui)

σ 2
N

× exp

⎛

⎜
⎝−

(
tan−1

(√

tan2(�x)+ tan2
(
�y
)))2

w2
B(Nui)

⎞

⎟
⎠. (48)

In practice, the UAV’s fluctuations � = [�x,�y] is less
than 5◦, in which (48) is simplified as follows:

γi 	 PtiαLi |hLi |2G2
0(Nsi)G

2
0(Nui)

σ 2
N

e
− �2

x+�2
y

w2
B(Nui) (49)
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Substituting (49) in (17), we obtain

P
′
out,i = Prob

[
�2
x +�2

y

w2
B(Nui)

> ln

(
PtiαL|hLi |2G0(Nsi)G0(Nui)

σ 2
Nγth

)]

. (50)

Based on (7) and (50) and using [41], after some manipu-
lations, P′out,i is derived as

P
′
out,i = (1− PLoS(θei))

+ PLoS(θei)
(

σ 2
Nγth

Pti |hLi |2G0(Nsi)G0(Nui)

) w2
B(Nui)

2σ2
�

× U
(

1− σ 2
Nγth

Pti |hLi |2G0(Nsi)G0(Nui)

)

. (51)

2) LIMITED BY SIR

Although by adjusting the azimuth angle, the interference
caused by the side-lobes can be reduced, for smaller spatial
angles between the fronthaul links, the interference is caused
by the main lobe of the antennas. In this case, SINR is limited
by interference and (9) is simplified as:

γi 	
G0(Nui) exp

(

−
(
�2
x+�2

y

)2

w2
B(Nui)

)

G0
(
Nuj
)

exp

(

−
(
θxij+�x

)2+
(
θyij+�y

)2

w2
B(Nuj)

) (52)

where i and j are the two fronthaul links that have the
smallest spatial angle to each other. The important point is
that the average interference of link i on link j is equal to
the average interference of link j on link i. Due to symmetry,
the optimal pattern for both links i and j should be equal.
Therefore, (52) is simplified as follows:

γi 	 exp

(
θ2
xij + 2θxij�x + θ2

yij + 2θyij�y

w2
B(Nui)

)

. (53)

Using (17) and (53), after some manipulations, the outage
probability of link i when it is limited by interference is
derived as

P
′′
out,i = Q

⎛

⎝
θ2
xij + θ2

yij − w2
B(Nui) ln(γth)

2σθ
√
θ2
xij + θ2

yij

⎞

⎠. (54)

Finally, using (51) and (54), the outage probability of link i
is derived in (26).

APPENDIX B
Based on the results of Appendix A, when the ith fronthaul
link is limited by SNR, its OP is proportional to

P
′
out,i ∝ J1(Nui) =

(
c1

N2
ui

) c2
N2
ui
. (55)

c1 = σ 2
Nγth

Pti |hLi |2G0(Nsi)π
, and c2 = (1.061)2

2σ 2
�

. We can rewrite

relation (55) as follows:

J1(Nui) = exp

(
c2

N2
ui

ln

(
c1

N2
ui

))

. (56)

By taking the derivative of (56), we get:

J
′
1(Nui) = −

(
c1

N2
ui

) c2
N2
ui

(
2c2

N3
ui

)

ln

(
c1

N2
ui

)

− 2c2

N3
ui

. (57)

Now, by deriving again from (57), we have:

J
′′
1(Nui) = −

4c2

N4
ui

ln(J1(Nui))

︸ ︷︷ ︸
Term1>0

+ 2

Nui
J1(Nui)+ 6c2

N4
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Term2>0

2J1(Nui)

N2
ui

[
2 ln2(J1(Nui))+ 3 ln(J1(Nui))

]

︸ ︷︷ ︸
Term3>0 for J1(Nui)<0.22

. (58)

As can be seen, (58) consists of the sum of three terms. The
first and second terms of which are always positive. The
third term also guarantees that it is always positive for OP
less than 0.22, which is almost always true, and thus, OP
is a convex function of Nui. Now, by setting (57) equal to
zero, the optimal value for Nui is obtain by solving following
equation:

J
′
2 = 1+

(
c1

N2
ui

) c2
N2
ui

ln

(
c1

N2
ui

)

= 0 (59)

Note that the optimal Nui obtained from (59) can be any
positive real number while Nui is an integer. Therefore, the
obtained optimal Nui from (59) is approximated to the nearest
integer number which is the optimal value. On the other
hand, we obtained that the OP is a convex function of Nui.
Using these points, the optimal value for Nui is equal to the
integer value where the sign of J′2 changes from negative to
positive, which occurs only for one integer number. Using
these points and based on (59), we can easily obtain the
optimal Nui as (34).

APPENDIX C
When the performance of the Fi link is limited by the
interference of the Fj link, due to the instantaneous posi-
tion of the UAV, the instantaneous value of the spatial angle
θij is small. Based on the results of Appendix A, (9) is
simplified as follows:

γi 	
PtiG0(Nui) exp

(

−
(
�2
x+�2

y

)2

w2
B(Nui)

)

PtjG0
(
Nuj
)

exp

(

−
(
θxij+�x

)2+
(
θyij+�y

)2

w2
B(Nuj)

) . (60)

Using the fact that θij = θji, and according to the symmetry,
the optimal value for Pti is equal to Ptj . Therefore, based
on (60), by increasing Pti , interference increases as well. As
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a result, when the performance is limited by interference,
power changes have no effect on the performance. In this
case, Pti can be reduced to decrease the average transmitted
power of the UAV. However, a large reduction of Pti can
reduce SNR. Therefore, Pti can be reduced so that SIR is
not less than SNR. Based on this point, by using (26), the
optimal value for Pti is obtained as (36).

APPENDIX D
For the 3D simulation of obstacles, we first quantize each
given environment with db precision and convert it into a 3D
matrix Ku ∈ R

3×3, where each element of the matrix km,n,p
represents a small cube with d3

b volume. If there are obsta-
cles in ki,j,n, then ki,j,n = 1, and if there are no obstacles,
km,n,p = 0. Also, for each UAV position, the equation of
the connecting line between Si and the instantaneous UAV
position is formulated as:

x− xi
xu(t)− xi =

y− yi
yu(t)− yi =

z

zu(t)
. (61)

Then we define the matrix K′i ∈ R
3×3 so that the dimension

of K′i is equal to Ku. Then, we adjust the elements of K′i in
such a way that k′m,n,p = 1 when the equation of line (61)
is located at that element and the rest of the elements are
set as k′m,n,p = 0. Now, we obtain matrix K ∈ R

3×3 as

K = Ki �Ku, (62)

where � represents the Hadamard (element-wise) product.
If all the elements of K are equal to zero, this means there
is no interference between the obstacles and the connecting
line defined in (61), and thus, the UAV is in the LoS state
of Si. Otherwise, it is in the NLoS state. In this method,
choosing an optimal value for db is very important because
a small db should be chosen to achieve high accuracy. On the
other hand, as db is chosen to be small, the dimensions of Ku

and Ki increase, which leads to an increase in computational
load.
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