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ABSTRACT Small satellite communications recently entered a period of massive interest driven by
the uprising commercial and civil space applications and motivated by various technological advances.
Miniaturized satellites, known as CubeSats, are particularly attractive due to their low development and
deployment costs which makes them very promising in playing a central role in the global wireless
communication sector with numerous applications ranging from Earth imaging and space exploration
to military applications. Moreover, constellations of CubeSats in low Earth orbits (LEOs) can meet
the increasing demands of global-coverage low-cost high-speed flexible connectivity. However, this
requires innovative solutions to overcome the significant challenges facing high-data-rate low-power space
communications. This paper provides a comprehensive review of the design, protocols, and architectures of
state-of-the-art CubeSat communication subsystems with a particular focus on their baseband structures. The
literature is surveyed in detail to identify all design, testing, and demonstration stages as well as accurately
describe the systems’ architectures and communication protocols. The reliability, performance, data rate,
and power consumption of the reviewed systems are critically compared and evaluated to understand the
limitations of existing CubeSat transceivers and identify directions of future developments. It is concluded
that CubeSat communication subsystems still face many challenges, namely the development of energy-
efficient high-speed transceivers that satisfy CubeSats’ cost, mass, size, and power constraints. Nevertheless,
several directions for improvements are proposed such as the use of improved channel coding algorithms,
Field Programmable Gate Arrays (FPGAs), beamforming, advanced antennas, deployable solar panels,
and transition to higher frequency bands. By providing a concrete summary of existing CubeSat on-board
transceiver designs and critically evaluating their unique features and limitations as well as offering insights
about potential improvements, the review should aid CubeSat developers, researchers, and companies to
develop more efficient high data rate CubeSat transceivers.

INDEX TERMS Baseband architectures, RF transceivers, communication protocols, low-power
communications, SDR, FPGA, CubeSat, nanosatellites, low Earth orbit (LEO) satellites.

I. INTRODUCTION There are approximately 2000 satellites, excluding CubeSats,
Satellite communications play a critical role in the global orbiting the Earth serving many locations worldwide [1], [2].
telecommunication systems especially with the development Conventionally, satellites are large and have geosynchronous
of smart homes, smart cities, electric vehicles, and the orbits [3]. However, recently, many companies are moving
increasing use of internet of things (IoT) platforms [1]. towards building constellations of smaller and cheaper
satellites (e.g., CubeSats) in low Earth orbits (LEOs) that
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data rate connectivity [3]. Compared to geosynchronous
satellites, CubeSats have much lower development costs,
shorter development cycles, more flexible services, and lower
communication latency [4]. Moreover, CubeSats have many
applications such as remote sensing, Earth imaging, commu-
nication services, military and civil applications, and space
exploration [5], [6]. Therefore, the development of small-
size high-data rate energy-efficient transceivers for CubeSats
is becoming ever more critical to meet the requirements
of such emerging applications. However, providing high
speed communications using CubeSats requires pioneering
solutions to overcome many hurdles; power consumption,
data rate, and form factor (size and weight) constraints.

A. POSITIONING WITHIN EXISTING SURVEYS

Although there are several review papers on CubeSats and
satellites’ communication systems [7], [8], [9], [10], [11],
[12], there are little or no comprehensive reviews on the
baseband design specifications, protocols, and architectures
of CubeSats’ transceivers. Consequently, this paper fills in
this gap in the literature by reviewing and evaluating state-
of-the-art CubeSat on-board transceivers, with a particular
focus on their baseband architectures, and their resulting
performance in terms of power consumption, data rate, and
bit error rate. The paper provides a well-grounded starting
point for researchers and developers working on custom
designs for CubeSat transceivers. The review develops a firm
understanding of state-of-the-art technologies in the field and
paves the path for introducing improvements and upgrades on
existing systems.

A significant challenge in conducting this review is the
fact that most papers in the literature focus on the RF-end
(radio frequency), link budget, and bandwidth requirements
rather than on the design details of the baseband system
and its optimization and power requirements. Consequently,
thorough investigation of the literature is required to extract
the baseband architecture designs and protocols and evaluate
them. Table 1 provides a comparison between this review
paper and several previous reviews on CubeSats, illustrating
the uniqueness of this review. Mainly, the present review is
different from existing reviews in the regard that it reviews
the baseband designs, architectures, and technologies of
CubeSat transceivers, investigates the power consumption,
data rate, performance, and limitations of current systems,
and proposes directions for future developments.

B. CONTRIBUTIONS OF THIS PAPER

The contribution of this review is three-fold. First, the paper
provides a comprehensive and detailed review of recent
CubeSat communication subsystem designs focusing on the
baseband architectures and corresponding algorithms that
optimize the performance of the baseband and RF modem.
The reviewed CubeSat transceivers are categorized into four
categories based on the adopted design approach. Second, the
paper provides critical evaluation of the reviewed systems
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TABLE 1. Comparison between the scope of existing reviews with this
review.

Reference Year Scope

[7] 2017 Antenna designs and developments for
CubeSats.

[8] 2018 Developments in advanced antennas for
small satellites.

[9] 2018 CubeSat mission goals, constellation
topologies, and communication protocols.

[10] 2019 Operational features of small satellites,
CubeSat services and applications, and net-
work protocols.

[11] 2020 CubeSat constellations and coverage, chan-
nel modelling, link budget, and upper layer
issues.

[12] 2021 Advances in satellite (mainly large

satellites) communications, applications,
medium access, and prototyping.

This Paper 2023 Baseband designs, architectures, and
technologies of CubeSat transceivers.
Performance, power consumption, and
data rate investigation. Limitations of
current systems and directions for devel-

opments.

to accurately compare their performance and understand
their limitations and shortcomings. Third, the paper provides
insights into future trends, technologies, and directions for
CubeSat communications development both from a research
and commercial perspectives. The contributions of this paper
can hence be summarized as follows:

1) A comprehensive review of state-of-the-art CubeSat
on-board transceiver designs, architectures, and proto-
cols (Section III).

2) Categorization of the systems into four categorizes
based on the design approach (Section III).

3) Critical analysis and evaluation of the reviewed sys-
tems (Section IV).

4) Analysis of the general features of each design
approach (Section V).

5) Insights about the status of CubeSat communication
subsystems in terms of employed technologies, perfor-
mance, and limitations (Section V).

6) Proposal of several directions for future developments
(Section V).

C. SURVEY ORGANIZATION

This paper is organized as follows: a compact background
is given in Section II providing the necessary knowledge
about nanosatellites, their development, applications, and the
main challenges facing CubeSat communications. Section III
constitutes the primary literature review of the baseband
designs and architectures employed in CubeSat transceivers.
In the fourth Section, the performance of the reviewed
systems is evaluated and compared in terms of power
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FIGURE 1. Structure of the paper.

consumption, data rate, frequency bands, and other metrics.
Section V is a critical discussion of existing CubeSat
transceivers, their limitations, and potential directions for
future developments. The last Section summarizes the review
and concludes the paper. Fig. 1 illustrates the structure and
organization of this review.

Il. BACKGROUND

A. MOTIVATIONS FOR NANOSATELLITES

Nanosatellites are used for various applications from Earth
imaging to interplanetary space exploration [10]. Start-
ing from 2014, a large percentage of nanosatellites are
being launched for commercial purposes [13]. Therefore,
nanosatellites are no longer exclusively being used for
research and technology demonstration but also for provid-
ing telecommunication services, competing with traditional
satellites [14], [21]. Consequently, the development of
reliable small-size high-speed energy-efficient transceivers
for nanosatellites is becoming ever more critical to serve
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A. Features and
Limitations of Each
Design Approach

B. Challenges and Future
Directions

the anticipated telecommunication needs. Due to the very
small size, mass, and consequently limited energy resources
available on CubeSats, the transceivers developed must be
highly efficient [15].

One of the main motivations for the increased interest
in CubeSats is their low cost compared to large satellites.
A conventional satellite costs between 150 to 350 million
dollars [9]. A CubeSat on the other hand costs less than
200,000 dollars [9]. This makes CubeSats accessible to
companies of various sizes, which is reflected in the
considerable increase in the number of civil and commercial
CubeSat operators in recent years. This is aside from the
much shorter development cycles needed for developing
and launching a CubeSat which could be under a year,
while a large satellite requires between 5 to 15 years [9].
However, this comes at the expense of shorter lifetimes
for CubeSats in space which are between 2 to 4 years of
operation, but at the same time this gives the opportunity
for incorporating up to date technologies in the CubeSat
that replaces the old one in the constellation [6]. Thus,
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the telecommunication services offered by CubeSats can be
significantly improved by constantly making use of latest
technologies. CubeSats also feature several other advantages
over conventional satellites such as risk distribution, flexible
services, smaller sizes, lower communication latency, lower
energy consumption, and lower human power needed [6], [9].

B. CHALLENGES OF DESIGNING CubeSat TRANSCEIVERS
Firstly, the very small size and mass of the CubeSat limits the
physical dimensions of the communication subsystem [16].
That is, every part of the system must be designed to be as
compact and as light as possible including the antenna [17].
Secondly, due to the small size of the CubeSat, the available
energy resources such as batteries and solar panels are very
limited, and hence, the generated power has to be distributed
efficiently over the different subsystems of the CubeSat [17],
[18]. At the same time, this cannot come at the expense of data
rate or link quality, especially if the CubeSat is intended for
providing communication services. In such case, the quality
and data rate are essential to the success of the service
provider. Another constraint is the low-cost requirement of
the CubeSat [19]. Since a major feature of CubeSats is their
low development costs, the components and materials used
cannot be very expensive. Moreover, the materials used must
be able to withstand the various thermal and radiation effects
of the orbital environment [8].

As CubeSats evolved from being used for research
purposes to commercial and civil applications, their commu-
nication subsystems witnessed rapid developments in almost
all aspects [20], [22], [23]. Higher frequency bands such as
the S-band (2-4 GHz) and X-band (8-12 GHz) became more
widely used due to the developments in the commercially
available monolithic microwave integrated circuits [10]. With
the use of such high frequency bands, data rates were able
to reach 100 kbps to 1 Mbps [10]. Higher data rates require
utilization of higher frequency bands like Ku (12-18 GHz),
K (18-27 GHz), and Ka-band (27-40 GHz) [9]. These bands
are still emerging technologies for small satellites due
to the required antennas and power requirements [20].
Another major aspect of development is the increasing
move towards digital implementation of the communica-
tion subsystem or Software Defined Radios (SDRs). This
transition is driven by the need for reconfigurable and
flexible radio communications and by the advances in the
corresponding enabling technologies such as Digital Signal
Processors (DSPs) and Field Programmable Gate Arrays
(FPGASs) [10]. The challenge of this digital approach is the
power consumption [24]. That is why FPGAs are preferred
for implementation, especially for higher data rates in the
Ka-band since they can perform computationally intensive
tasks in parallel and with better efficiency every clock
cycle [25], [26]. Moreover, FPGAs allow prototype testing
and optimization of the proposed circuit architecture before a
hardware-fixed application-specific integrated circuit (ASIC)
is manufactured [27]. This approach greatly saves time and
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money as it allows testing many versions of the project before
the final ASIC manufacturing process. FPGAs also offer
reconfigurability while employing the system. For example,
transitions between different modulation or coding schemes
can be easily realized when the system is implemented on an
FPGA. Therefore, the communication system can be made
more efficient by switching to different architectures based
on the requirements and by employing the same hardware
resources. Moreover, the response time can be controlled
on an FPGA if compared to a standard central processing
unit (CPU) [24]. The required algorithm that ensures a fixed
and short response time can be implemented on the FPGA
and then be employed after testing [28]. An IC designed
this way will have a short response time and efficient power
consumption.

FPGAs’ configurability and speed have made them a
common platform for realizing SDRs [29]. However, the SDR
flexibility comes at the cost of increased software complexity
due to the various algorithms that need to be implemented
for code generation, debugging, etc. [30]. SDRs are also
generally more expensive than single-chip highly integrated
transceivers [31]. Therefore, SDRs are not necessarily the
best option for wireless systems, a completely hardware radio
or a mixed hardware-software co-design may offer a more
efficient option depending on the application [32], [33].

1ll. BASEBAND ARCHITECTURES IN THE LITERATURE
There are various approaches for designing a CubeSat
communication subsystem. One of the most common and
trending approaches is to utilize the concept of SDR to
custom-design a reconfigurable transceiver that meets the
specific requirements of the CubeSat mission [32]. Such
designs are categorized as custom designed SDRs. In this
approach, the developer typically customizes the architecture
of the system and the algorithms used for the different
functions. Another design approach is to base the communi-
cation system on some already existing SDR platform that is
commercially available. Therefore, the required components
and resources are already existing, and the design is more
concerned with utilizing the available resources to optimally
implement the desired application. This is categorized as
commercial SDR. The more conventional design approach
is to use hardware components to implement the transceiver.
As is the case with SDR, there are also custom hardware
designs and commercial hardware designs, where in the later
the hardware components used are commercial off-the-shelf
(COTS) components rather than custom designed hardware
components. The review is thus divided into four Subsections
based on the design approach category. In each Subsection,
the relevant works falling under that category are reviewed
in terms of the transceiver design and implementation with
a particular focus on the baseband architecture. Before pro-
ceeding with the baseband architectures review, it is critical
to briefly discuss some commonly used communication
protocols in CubeSat missions.
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DVB-S2 Standard: DVB-S2 is an abbreviation for Digital
Video Broadcasting — Satellite — second generation [34].
It is a standard for satellite communications that defines a
modulation and channel coding system suitable for a variety
of satellite applications [34]. DVB-S2 supports a variety of
modulation schemes. It employs LDPC coding concatenated
with an outer BCH (Bose-Chaudhuri-Hocquenghem) code,
with various possible rates, for its channel coding [35].
Also, DVB-S2 includes a frame header that can be used for
estimating the carrier offset due to Doppler shift [35]. The
DVB-S2 link-layer protocol supports 28 different modulation
and coding schemes [34]. The 28 different options are based
on the valid combinations between one of the four modulation
schemes, which are QPSK, 8-PSK, 16-APSK, and 32-APSK,
and one of the 12 possible coding rates (1/4 - 9/10)
of LDPC concatenated with BCH [35]. DVB-S2 supports
adaptive coding and modulation, which allows the system
to adapt the transmission parameters based on the channel
conditions, improving link reliability and efficiency. It also
supports multiple input streams, enabling the simultaneous
transmission of multiple services or data streams over a single
satellite carrier [35]. DVB-S2 has gained widespread adop-
tion in various applications including satellite broadcasting,
broadband satellite internet, and CubeSats [36]. Its improved
efficiency and performance make it a preferred choice for
delivering high-quality video, audio, and data services over
satellite links [36].

CCSDS Protocols: Even though there are specifically
tuned standards for satellites such as those of the CCSDS
(Consultive Committee for Space Data systems), those
standards are not as practical as DVB-S2 due to the
lack of commercial modems that can realize them [37].
In fact, the CCSDS protocol suite covers a wide range of
functions including data packaging, file transfer, telemetry,
commanding, and network communication [38]. The CCSDS
File Delivery Protocol (CFDP) defines a standardized format
for reliable and efficient file transfer in space systems.
CFDP allows for the segmentation of large files into
smaller units called File Data Units (FDUs), which are
transmitted, acknowledged, and reassembled at the receiving
end [39]. CFDP includes mechanisms for error detection,
retransmission, and flow control to ensure reliable delivery
of files. The CCSDS Space Packet Protocol (SCSP) is used
for encapsulation, fragmentation, and transmission of data in
space systems [39]. It defines a packet-based structure called
Space Packets, which encapsulate the data and associated
metadata. SCSP provides mechanisms for error control, con-
gestion control, and synchronization [38]. It is widely used
for data exchange and communication between spacecraft
subsystems and ground stations [40]. Finally, the CCSDS
Telemetry Channel Access Protocol (TCAP) is designed
for efficient access to telemetry data from space systems.
TCAP provides a standardized method for requesting and
receiving telemetry data from a spacecraft [41]. It defines
procedures for data query, subscription, and transfer, enabling
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efficient data retrieval while managing the limited resources
of the spacecraft and ground systems [41]. The CCSDS
protocol suite also includes other protocols such as Command
and Data Encoding (C&DH), Time Code Formats, and
Space Link Services [42]. These protocols address various
aspects of space communication, data encoding, time syn-
chronization, and spacecraft commanding [43]. They have
been widely adopted in numerous space missions, ensuring
consistent operations across the space industry [44]. CCSDS
protocols play a significant role in CubeSat missions by
providing standardized and interoperable communications.
By adhering to these protocols, CubeSats can achieve inter-
operability, efficiency, and reliability, ensuring compatibility
and seamless integration with other space systems [42].

For CubeSats, efficient communication protocols are
crucial due to the limited CubeSat resources [41]. The
CCSDS protocols, while advantageous for CubeSat com-
munications, have certain limitations [42]. Firstly, their
complexity can pose challenges for implementation and
operation within the resource-constrained environment of
CubeSats. The extensive protocol stack and associated
software overhead may strain the limited computational
capabilities and memory of CubeSat platforms [45]. Sec-
ondly, CCSDS protocols introduce additional overhead due
to their comprehensive nature. This overhead includes
encapsulation, error checking, synchronization, and other
protocol-specific features [45]. In CubeSats, where resources
such as power are limited, this can impact the efficiency of
communication systems and reduce the available capacity for
scientific data or mission-specific tasks [46]. Additionally,
CCSDS protocols may not be optimized specifically for
the low-bandwidth requirements of CubeSats, resulting in
sub-optimal resource utilization and potential limitations
on data transmission [42]. Furthermore, the rigid nature of
CCSDS protocols may limit their flexibility and adaptability
to accommodate the diverse requirements of CubeSat mis-
sions. Despite these limitations, CCSDS protocols remain
widely used in CubeSat missions due to their established
standards, interoperability, and compatibility with other space
systems.

AX.25 Protocol: AX.25 is a communication protocol com-
monly used in amateur radio and satellite operations. It is an
adaptation of the X.25 protocol suite for use in amateur radio
applications, particularly in amateur packet radio networks
utilized by CubeSats and small satellite missions [47]. AX.25
operates at the data link layer and provides a standardized
framework for packet-based communication [48]. It defines
the structure of data packets, including destination and
source addresses, control information, and error detection
bits [47]. The protocol incorporates error detection using
cyclic redundancy checks to ensure packet integrity. With
its simplicity and efficiency, AX.25 has become a widely
adopted standard for low-bandwidth communication in
amateur radio networks, making it suitable for CubeSats and
similar small satellite applications [48].
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TCP/IP Protocol: TCP/IP (Transmission Control Proto-
col/Internet Protocol) is a crucial communication protocol
suite that facilitates the reliable transmission of data over
interconnected networks, serving as the foundation for
internet communication [49]. TCP ensures dependable,
connection-oriented communication by breaking data into
packets, assigning sequence numbers, and managing order
and error detection [50]. IP handles packet addressing and
routing, assigning unique IP addresses to devices, determin-
ing optimal paths for packet delivery, and managing packet
fragmentation [50]. TCP/IP operates on a layered model,
facilitating communication across different network layers
and supporting various protocols for network troubleshooting
and application-specific tasks [49]. This protocol suite’s wide
adoption, scalability, and reliability have made it instrumental
in the growth and connectivity of the internet, serving as the
standard for network communication worldwide. CubeSats
typically rely on ground stations for data uplink and down-
link, command and control, and mission operations [51]. The
ground stations typically communicate with CubeSats using
TCP/1P-based protocols for reliable and efficient data transfer
over internet connections. TCP/IP enables the exchange of
commands, telemetry, and other mission-related data between
ground stations and CubeSats, facilitating mission control
and data analysis [50], [S1]. While CubeSats themselves do
not directly implement TCP/IP on board, TCP/IP protocols
play a significant role in the ground-based operations, data
management, and communication infrastructure supporting
CubeSat missions.

Finally, the DVB-S2, CCSDS, AX.25, and TCP/IP pro-
tocols exhibit distinct characteristics in terms of efficiency,
reliability, and applicability. DVB-S2 stands out for its effi-
ciency in data transmission. Due to its adaptive modulation
and channel coding schemes, it can achieve high data rates,
making it particularly well-suited for high data rate appli-
cations. However, its complexity and typically high-power
consumption render it more suitable for larger satellites
with abundant power resources [35]. On the reliability
aspect, since CCSDS protocols are developed specifically for
space communications, they prioritize robust data transfer
under the challenges of the space environment [39]. With
error detection, correction, and retransmission protocols,
they ensure the integrity of data transmission, making
them highly suitable for CubeSat missions where data
accuracy is vital [38]. On the other hand, AX.25 offers a
simplified yet reliable communication standard for CubeSats.
Its efficiency lies in its compatibility with the constraints
of amateur radio bands and its optimization for low-power
communication [48]. These qualities make AX.25 well-
suited for CubeSats that have particularly limited onboard
power resources [48]. While TCP/IP excels in terrestrial
networks, its applicability to CubeSats requires careful
consideration. It offers reliable data transmission and has
found use in ground stations for CubeSats [49]. However,
the overhead introduced by TCP/IP’s congestion control
mechanisms could lead to latency concerns and potentially
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be less efficient for CubeSats with stringent power and
bandwidth constraints [50]. Adaptation and optimization
may be necessary for its onboard application. To conclude,
considerations of efficiency, reliability, power constraints,
and target data rate guide the selection of the most appropriate
protocol for a given CubeSat mission.

A. CUSTOM DESIGNED SDRs
FPGAs are widely used in advanced state-of-the-art SDR
designs for CubeSat transceivers [27]. A typical imple-
mentation of SDR is to program a DSP or an FPGA to
execute all functions of filtering, error correction, framing,
etc. [27]. Such functions are computationally intensive even
for modern processors to efficiently utilize the available
bandwidth [52]. FPGAs are able to execute such intensive
tasks in parallel and more efficiently increase throughput
while maintaining low power with every clock cycle [53].
Another disadvantage in using DSPs is that as the frequencies
used reach S-band and above, they become inefficient in
keeping up with executing the necessary functions such
as filtering, encryption, and error correction [27]. In such
cases, using multi-core processors becomes necessary to
achieve the required throughput. However, this adds to
the cost, size, power, and complexity of the system. Due
to these various problems in using DSPs, Marshall Space
Flight Center’s SDR system, named Programmable Ultra
Lightweight System Adaptable Radio (PULSAR), utilizes an
FPGA in its implementation [27]. All the signal processing
is performed on the FPGA using HDL. The modulation
scheme used in PULSAR is QPSK (Quadrature Phase
Shift Keying), operating in the S-band at a data rate of
5-10 Mbps [27]. Due to the flexibility of PULSAR design,
it can operate using various types of channel coding schemes
based on the requirement of the mission. These schemes
are Low Density Parity Check (LDPC), convolutional (rate
1/2), and Reed-Solomon (255/223) forward error correction
(FEC) codes [27]. The transmitter has digital algorithms to
perform FEC and NEN (near Earth network) compatible
packetization and the receiver has algorithms for performing
signal recovery and error correction [27]. Although this
SDR implementation provides flexibility, small size, and low
power consumption, it requires very intensive computations
at higher data rates and frequencies. The PULSAR SDR
consumes about 1 W per each 10 Mbps of data rate [27].
Therefore, for its S-band data rate, it consumes between
0.5-1 W. Also, PULSAR has an implemented X-band
transmitter, but not with an X-band receiver so not a complete
system yet, that will transmit one channel of QPSK at a
data rate of 110 Mbps but the S-band receiver will only be
able to receive that data at 300 kbps [27]. At the current
power performance of PULSAR, the X-band transmitter will
consume about 11 W, which is quite high for CubeSat power
standards.

Maheshwarappa et al. [54], [55] proposed an SDR archi-
tecture based on an FPGA SoC and two A9 processors paired
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with an RF programmable transceiver SoC to support multi-
CubeSat communications; reception of multiple signals
using a single user equipment. The proposed system is
not only meant for a portable ground station but also
for an on-board CubeSat transceiver. Space SDR systems
offer multiple features over conventional hardware systems
such as re-programmability during operation and flexibility
to support multiple signals. As a result, [54] proposes a
multi-core SDR architecture as shown in Fig. 2 to support
multi-satellite communication. The baseband SoC contains
an FPGA and two ARM dual-core Cortex A9 processors.
The FPGA is responsible for the computationally intensive
tasks including IQ correction, decimation, interpolation, and
up/ down conversion. Modulation, packet handling, and
other functions are performed on one of the A9 processors.
Data and signal flow control for both the transmission and
reception paths are performed on the other A9 processor.
The FPGA and the processors are connected by high speed
SoC Advanced eXtensible Interface (AXI) bus [54]. The
modulation scheme used is BPSK. For the channel coding,
an FEC scheme is adopted based on concatenated code
using Viterbi (rate 1/2) and two Reed-Solomon (160, 128)
blocks [54]. Fig. 3 has been developed to illustrate the
operation of this FEC encoder.

Regarding the bandwidth utilization of this system, the
VHF and UHF bands were used for uplink/downlink while
the S-band was used for inter-satellite link [55]. VHF and
UHF were used for ground communications because there
were more ground facilities using them thus increasing
the communication window and because it was easier and
cheaper to build VHF/ UHF ground stations [55]. While
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the S-band was chosen for inter-satellite communication to
provide higher data rate [55]. The VHF/UHF and S-band
require different antennas and so separate RF front ends.
The SDR analog domain consists of bandpass filters for
frequency selection, frequency conversion, and variable gain
control. While the SDR digital domain is responsible for
the other functions from encoding, equalization, modulation,
to frequency/amplitude/phase offset correction [55]. Fig. 4
has been developed to illustrate the architecture of this
triple-band transceiver. The SDR system was first simulated
using GNU-radio to have an understanding of the front end
and back end blocks before hardware implementation. Two
practical testbeds (SmartFusion2 and Zedboard) were then
used to investigate the actual performance of the system
under the expected space communications conditions by
utilizing FUNcube-1 CubeSat and ESEO (European Student
Earth Orbiter) microsatellite [55]. The initial testing on
SmartFusion2 was to prove the SDR concept but it had
many key SDR features missing, so the final testing was
moved to Zedboard with Zipper and MyriadRF boards to
overcome these problems [55]. The system was able to handle
up to 19.2 kbps at a memory requirement of 1.443 GB:
consuming all memory on the Zedboard (256 KB), 560 KB
extendable block RAM, and 1 GB external memory [57],
[58]. Higher data rates would thus require another board. The
FPGA-based final implementation had a power consumption
of 2.709 W [58]. This relatively high power consumption for
the system’s data rate is primarily due to the fact that the SDR
is handling multi-satellite signals, working as a receiver for
many satellites at the same time. This in part accounts for its
low data rate, relatively high power consumption, and very
intensive computation complexity.

Cai et al. [59] presented an FPGA-based SDR system
for intersatellite communications (ISCs) suitable for small
satellites using OQPSK modulation and LDPC (255, 175)
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channel coding [59]. There were already previous ISC
systems for small satellites such as [60], [61], and [62] but
they had considerable limitations. For example, [60] had a
high power consumption to achieve a reasonably low bit
error rate (BER) and [61] required around 50 iterations in
the LDPC decoder to achieve acceptable error correction.
Due to the use of OQPSK modulation in [59], an extra
0 bit is added to the code resulting in a code length of
256 bits. LDPC is widely used because its capacity can
approach the Shannon capacity limit and so for the same
BER, the transmission power can be reduced [59]. A dual-
diagonal matrix (a special form of the conventional parity
check matrix) is used to obtain the codeword. The advantage
of using this dual-diagonal format over the traditional one
is that the number of computations needed in the encoding
process is reduced from (n? —k%)/2 to (k + 2)(n — k) [59].
Also, the number of “XOR” operations needed is reduced
saving hardware resources. Reference [59] proposes two
versions of this encoding algorithm. The improved version
requires even lower number of “XOR” operations resulting
in more efficient utilization of hardware resources. Although
the improved algorithm significantly reduces hardware
utilization, the original algorithm provides higher throughput
due to its parallel use of (n — k) groups of “XOR” gates;
generates (n — k) parity check bits simultaneously. Fig. 5
illustrates the SDR architecture of the transmitter. A “Zynq
7020” FPGA was used for baseband processing to generate
the different baseband signals. The FPGA is responsible for
all baseband functions: LDPC encoding, OQPSK, and pulse
shaping. In more detail, the data bits are first generated by
the PC then sent through an Ethernet interface to the FPGA
which performs LDPC encoding on them and maps the coded
bits into OQPSK symbols to finally go through a square root
raised cosine filter for pulse shaping [59]. On the RF front
end, the pulse shaped signals are shifted in frequency by a
2.4 GHz carrier and are then transmitted [59].

Fig. 6 shows the SDR architecture of the receiver, which
shares the same structure with the transmitter. In this case,
the RF signal is down-converted to a baseband signal by
the transceiver and then sent to the FPGA to perform
baseband processing: automatic gain control (AGC), matched
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filtering, demodulation, decoding, and other functions. It was
demonstrated that decoding with 50 iterations had almost the
same performance as decoding with 20 iterations and only
improves the performance by 0.1 dB at BER of 107 than
decoding with 10 iterations [59]. Thus, with only 10 iterations
the LDPC decoder can achieve very efficient error correction.
The transmitter had a power consumption of 2.1 W while
the receiver had a power consumption of 3.2 W [59]. Since
the receiver is performing more computationally intensive
tasks it had higher power consumption, especially that the
transmitted power was quite low given that the transmitter
and receiver were only separated by 2 m in the experimental
test [59]. The data rate tested in the experimental setup
was 122.88 kbps [59]. Although the data rate tested is low,
supposedly it could reach up to 28 Mbps [59]. The main
features of this design are its efficient LDPC algorithms, high
code rate, and least Ej /Ny at a BER of 1079,

One of the most recent custom SDR systems for CubeSats
is that of UOW (University of Wollongong) CubeSat [32].
The aim of the UOW 3U CubeSat is to be able to transmit
images from the satellite in the period of one pass over the
ground station (60 seconds) while having an adaptive and
on-flight reconfigurable communication system [32], [63].
For a maximum image size of 3 MB, the required data
rate would be about 0.42 Mbps. The SDR architecture is
divided into digital and analog domain where the analog
domain consists of an Analog Front End (AFE), transceiver,
and RF front end. The SDR follows the architecture of a
Zero-Intermediate-Frequency (ZIF) transceiver where there
is no Intermediate Frequency (IF) stage in the communication
system [63]. This results in a reduction of the hardware com-
ponents needed and thus a highly integrated transceiver. The
digital baseband signal processing functions are performed
using a Cyclone IV E FPGA from Altera [32]. 16-QAM
modulation is used to provide high modulation efficiency.
This requires the use of two ADCs and two DACs; to operate
on the in-phase component and out-of-phase component of
the QAM signal simultaneously. Fig. 7 illustrates the different
baseband functions performed by the FPGA. The MAX19713
is used for the AFE stage because it incorporates both a pair
of 10-bit DAC and a pair of 10-bit ADC into a single device
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thus saving space without compromising the performance.
The device only consumes 91.8 mW at its full speed sample
conversion rate of 45 MSps [63]. Using 16-QAM and three
samples per each symbol with the MAX19713 device makes
the maximum achievable data rate of the system 60 Mbps.
Although this data rate is significantly greater than the
minimum data rate needed for image transmission, it is not
the actual data rate of the system since this depends on
the execution speed of the other blocks as well. Since this
SDR operates in a half-duplex scheme, a limitation arising
due to the chosen transceiver, only the transmit path or the
receive path operates at a given time. Since the received
signal by the CubeSat from the ground station can be as
low as -80 dBm [64], a Low Noise Amplifier (LNA) is
used at the receiver side to increase the SNR and minimize
the added noise figure (NF). The chosen LNA has a gain
of 13 dB and a very small NF of 0.85 dB at the carrier
frequency [32]. The SDR has a power consumption of 0.4 W
in the reception mode and 0.6 W in the transmission mode
with an additional 2 W for the power amplifier so a total 2.6 W
in the transmission mode [32], [63]. However, to optimize
the power consumption of the system, the SDR has four
operation states that will cycle through as it orbits the Earth.
These states are shutdown, standby, receive, and transmit. The
FPGA controls the operation state based on the position of the
CubeSat in its orbit. It was found that the power consumption
in the standby mode is 0.2 W while it is 0.03 W in the
shutdown mode [64].

It was found that as AeroCube (Aerospace Corporation
CubeSat) travels in its orbit, the SNR can change by
more than 20 dB [65]. Consequently, adaptive coding and
modulation (ACM) is employed in this system to track the
link SNR value and optimize the data rate accordingly by
changing the modulation and coding schemes used. The
modulation schemes used in this design are BPSK and QPSK.
Root raised cosine is used for pulse shaping and Turbo rate
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1/4, 1/2 are used for channel coding [66]. Using ACM over
fixed modulation and coding schemes has the potential to
more than double the average throughput of the SDR [65].
The frequency used by AeroCube is 915 MHz which lies in
the UHF band. The developed SDR had a power consumption
of 2.5 W in the transmission mode when transmitting a signal
of 1 W, while the power consumption in the receive mode was
1.2 W [65]. To reduce the power consumption, the SDR is
normally turned off and every 16 seconds it checks whether
the ground station is attempting to establish a communication
link [67]. In case a communication link is detected, the
system will need 3 seconds to boot-up [65]. The data rate
of this system is variable depending on the modulation and
coding schemes used but based on the data and testing results
presented in [65] it is around 1 Mbps.

B. COMMERCIAL SDRs
Several CubeSat transceivers are based on commercially
available SDR platforms. Such platforms combine all the
necessary hardware components (baseband and RF) to
implement a completely functional SDR system that can
be programmed and optimized to be used for a specific
application [68], [69]. Examples of some widely used
commercial SDRs are USRP E310, LimeSDR, SODA, and
Iris. A comprehensive review of commercial SDR platforms
can be found in [70] and [71]. While [70] focuses on
the SDRs’ architectures and features of each type of SDR
platform, [71] is a practical guide for utilizing these platforms
and their supporting software packages.

3CAT-2 is a 6U CubeSat that aims to demonstrate
global navigation satellite system reflectometry (GNSS-R)
by generating an observable called delay-Doppler maps [72].
3CAT-2 was launched in 2016 [73] but is currently inactive
since its lifetime has ended and because newer satellites
(3CAT-3 and 3CAT-4) are currently in development for
launch [74], [75], [76], [77]. Although the satellites have
different missions, their underlying architecture, which
was first developed for 3CAT-2, is almost identical [75],
[76], [77]. USRP B210 SDR platform is employed in the
CubeSat system. USRP B210 features a Xilinx FPGA, two
transmitters and two receivers, fully coherent 2x2 MIMO
(Multiple-Input Multiple-Output), and ADC/ DAC [72], [78].
In order to enable two simultaneous receiving channels,
which is required for the scientific payload, the SDR is used
in dual-receiver mode. Downlink is carried over the S-band
at 2100 MHz and the VHF band at 145.995 MHz while uplink
is carried over the UHF band at 437.940 MHz [72]. Other
frequencies are used for collecting the data in integration with
the scientific payload structure which has its own antennas.
Different modulation schemes and data rates are implemented
in each of the used communication bands. The UHF band
(uplink) employs AFSK modulation and has a data rate
of 1.2 kbps [74]. Both the VHF and S-band (downlink)
are modulated using BPSK with a data rate of 9.6 kbps
over the VHF band and 115.2 kbps over the S-band [74].
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The VHF and UHF links work together as a full-duplex
system for telemetry and command upload while the S-band
downlink is used for downloading data from the CubeSat
without any uplink commands. LDPC-Staircase is employed
for error detection and correction. Data compression is also
performed using FAPEC software which can perform lossless
compression at a ratio of 1.5 and lossy compression up to
a ratio of 40 [73]. Based on the detailed link budget and
power consumption data, the estimated power consumption
of the CubeSat transceiver is around 1.35 W. It is worth noting
that 3CAT-3 transceiver, which has different RF and antenna
structure, has a much higher power consumption of 11 W for
a slightly improved data rate of 0.5 Mbps [75].

[79] proposed a K/Ka-band receiver that is suitable
for deep space exploration missions based on off-the-shelf
components [79]. The receiver is designed to be compatible
with CubeSats or constellations of CubeSats that receive
transmitted signals from the ground or from each other.
Besides the RF and baseband frequencies processing, the
proposed receiver has intermediate frequency (IF) processing
functions at 3.7 GHz [79]. Therefore, the RF front end
consists of an isolator, bandpass filter, two LNAs, and an
image rejection filter. Then the signal is converted to the IF for
further filtering and variable gain amplification. Finally, the
IF signal is converted into a baseband signal and all baseband
processing is performed on the commercial FPGA-based
SDR platform. The SDR platform performs the demodulation
of the QPSK signal (at IF) as well as the decoding and
error correction based on the selected protocol which is
DVB-S2 [79].

The SDR receiver is equipped with additional digital
features which are autonomous Doppler shift compensation,
autonomous handover between the different base stations,
and autonomous determination of the uplink signal character-
istics [79]. Regarding the handover, it should be clarified that
the SDR receiver itself does not perform handover. In fact,
it cannot control or initiate the handover. However, it should
be able to detect when the Earth base stations perform
handovers. This can be realized in two ways: hard handover
and soft handover. First, during the handover process, two
base stations transmit the same signal simultaneously. In hard
handover, the receiver separately detects the two signals and
selects the most powerful one based on the link quality. In soft
handover, the receiver jointly detects the two signals and
combines them after Doppler correction. But soft handover
is more complex as it requires special preamble or a cyclic
prefix and additional processing at the receiver [79]. The RF
signal has a central frequency of 28.650 GHz, bandwidth
of 50 MHz, and roll-off factor of 0.25 [79]. The receiver
is able to handle received signals with a data rate up
to 80 Mbps [79]. Howeyver, since this design is only limited
to an SDR receiver, the actual data rate of the complete
communication system is determined by the ground stations
rather than the CubeSat but, in any case, is limited to 80 Mbps.
The total power consumption of the receiver is 8 W divided
on the different subsystems as follows: 2.48 W consumed
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by the Ka-band RF front end, 2 W consumed by the IF
SDR processing, 3 W consumed by the FPGA (baseband
processing) and CPU, and 0.5 W dissipated by the power
supply [79].

Cadet radio was developed in 2011 for the dynamic
ionosphere 1.5 U CubeSat experiment, which consisted of
two CubeSats communicating with two ground stations [80],
[81]. Cadet was completely implemented using power
efficient COTS components. The downlink is carried over
460- 470 MHz while the uplink is carried over the 450 MHz
frequency [80]. While the downlink data rate is 3 Mbps or
more practically 2.6 Mbps with FEC employed, the uplink
data rate is only 9.6 kbps since uplink is only used for the
transmit command [80]. The uplink signal is FSK modulated
while the downlink signal is OQPSK modulated. The uplink
signal is also encrypted using 256-bit AES (Advanced
Encryption Standard) [80]. The Cadet SDR has power
consumption of 141.6 mW for the receiver, 11298.0 mW
for the transmitter (peak), and 30.0 mW consumed by
the interface electronics, totaling a power consumption of
11.47 W [80].

C. CUSTOM HARDWARE DESIGNS

Hardware implementation has some advantages over SDR
implementation, and based on the application and design,
it can offer better performance in terms of power, cost,
and data rate. Therefore, it is important to investigate the
status of hardware transceivers and their performance in
comparison with SDR systems. Although the use of COTS
components for CubeSat transceivers is favorable in terms
of cost, development time, and design complexity, reliability
and efficient performance usually demand custom hardware
components.

GeReLEO is a Ka-band satellite modem designed to
provide connectivity to LEO satellites, via a data relay,
with considerable constraints in mass, size, and power [82].
The Ka-band modem employs channel-efficient ACM with
LDPC codes for error correction. Multi-frequency time-
division multiple access (MF-TDMA) and multiplexing
schemes are employed in the system. The building blocks
of the GeReLEO concept are LEO satellites equipped with
a GeReLEO modem, a GeReLEO gateway, a GeReLEO net-
work control center, and a data relay payload on-board a GEO
satellite [82]. MF-TDMA is used for the data downlink and
uplink whereas TDM is used for the low rate telecommand
link. One LEO satellite is serviced at a given timeslot over
several frequency channels. The duration of the timeslot is
determined based on the visibility time of the satellite. The
GeReLEO consists of a physical layer (PL) that generates the
waveforms and a data link layer (DLL) that controls the time
and frequency resources access. The GeReLEO transmission
scheme is the key element for making the modem energy
efficient, a limited complexity FPGA is used to control
the processing of the system [82]. The modem supports
12 different modulation and coding schemes based on LDPC
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FEC and QPSK or 8-PSK modulation. Furthermore, the
modem has two codeword lengths: 9216 bit for the high-rate
link and 2304 bit for the low-rate link [82]. The transmitted
signal is a series of PL data frames where each sequence of
PL frames starts with a synchronization frame, which consists
of a string of alternating BPSK symbols and a code for
frame synchronization. Each PL data frame in the sequence
starts with a PL signaling header (7 bits) and contains either
two QPSK modulated codewords or three 8-PSK modulated
codewords [82]. The frame and codeword lengths of the
high-rate link signal are four times the length of the low-rate
link signal. The type of modulation and coding scheme used
is specified using 4 bits in the PL signaling header of each
frame [82].

The digital signal processing functions as well as the
DLL control and resource management are performed on
the Zynq device. Thus, GeReLEO modem is a mixed
software-hardware radio rather than a completely hardware
implemented radio. The baseband architecture of the trans-
mitter consists of three blocks as illustrated in Fig. 8. The
first block is responsible for generating the header and
data frames, the synchronization frame, and performing the
LDPC encoding. The LDPC code rate is a variable parameter
varying between 0.25 to 0.78 depending on the quality of
the transmission link, and so it is set by the transmitting
scheme. This block also performs energy dispersal over the
frames to have a uniform energy distribution. The second
block is responsible for the modulation: BPSK for the Sync
frame and QPSK or 8-PSK for the data frame, depending
on the link quality as determined by the transmission control
software. It also combines the frame components into the PL
frames according to the previously described structure. The
third block handles signal shaping and generation. It performs
digital pulse shaping with a roll-off factor of 0.35 then
converts the signal to the IF and performs Doppler correction
according to the calculated Doppler shift.

On the receiver side, the baseband architecture also
consists of three main blocks as illustrated in Fig. 9.
The quality of the transmission channel is evaluated using
signal/noise estimation performed on the header symbols.
The Ka-band carrier frequency used for transmission is
25.995 GHz and 23.040 GHz for reception, with a bandwidth
of 36 MHz [82]. GeReLEO can achieve a maximum data
rate of 1 Mbps in the low-rate link and a maximum data rate
of 16 Mbps in the high-rate link [82]. The actual data rate in
a given scenario depends on the selected code rate. Although

VOLUME 11, 2023

Digital Signal Reconstruction

Analog
Signal

Energy Detection
requency &
Phase Estimation

FIGURE 9. Baseband architecture of the GeReLEO receiver [82].

Digital Processing Demapping & Decoding

Decoding Shaping
>

Frequency Interpolat-
Correction ion

g ———
SoB Detection
Tracking Timing SNR Calculation

Read Header

| Symbol Demapper | Data
—>

| LDPC Decoder |

GeReLEO radio was not tested using the actual satellite
configuration proposed, an extensive testing procedure that
simulates the actual configuration was developed to test
the performance of the system. GeReLEO modem has a
substantially high power consumption in 1U CubeSat power
terms. Its digital board consumes 6 W, its DC-DC converter
consumes another 6 W, and its RF front end consumes
about 9 W totaling a power consumption of 21 W [82].

The Joint Global Multi-Nation Birds Satellite (BIRDS)
is a CubeSat project that started with its first-generation
constellation of five identical 1U CubeSats (BIRDS-1) in
2015 [83], [84]. BIRDS-1 CubeSats employed two types
of modulation with different data rates. AFSK modulation
was used for sending control commands at a data rate of
1.2 kbps [84]. While GMSK was used for data uplink and
downlink at a rate of 9.6 kbps [84], [85]. The system used the
UHF band for data link and the VHF band for the control
line. In BIRDS-2, the VHF and UHF bands are both used
for data link using a commercial RF transceiver that handles
APRS (Automatic Packet Reporting System) packets [86],
[87]. Any user that can handle APRS packets is able to
receive transmitted signals from the CubeSats. The UHF band
is used for data downlink whereas the VHF band is used
for data uplink. BIRDS-2 used the same modulation scheme
(GMSK) and data rate (9.6 kbps) as BIRDS-1 for both uplink
and downlink [88]. However, BIRDS-2 used deployable
monopole antennas [89], instead of the patch antenna used
in BIRDS-1. This transition to monopole antennas was
made because the gain provided by the patch antennas was
insufficient. Also, monopole antennas are easier to deploy
and have omnidirectional radiation pattern. BIRDS-2 faced
many difficulties in its communication link that required
major developments in BIRDS-3 communication system.
Firstly, BIRDS-3 CubeSat uses a dipole antenna operating
at the UHF band. Moreover, several other improvements on
the RF front end were developed such as improvement of
the ground plane and EMI (electromagnetic interference)
countermeasures [83]. Also, the antenna gain was increased
by 4 dB by using circular polarized antenna instead of
linear polarized antenna [83]. Overall, BIRDS-3 was able to
achieve a link budget improvement of 17.7 dB compared to
BIRDS-2. On the baseband side, the uplink command size
was decreased from 33 bytes to 14 bytes and the uplink
speed was decreased from 9.6 kbps to 4.8 kbps since the
amount of uplink data needed has been decreased and so
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slower rate can be used to increase the uplink success rate.
BIRDS-3 CubeSat has a transmission power of 80.3 mW,
after considering the antenna gain [83]. Based on the given
power supply description, the power consumption of the
transceiver is around 3 W.

Palo proposed a high-rate X-band transmitter suitable for
CubeSat applications [90]. The proposed transmitter operates
at a frequency of 8.380 GHz and has a transmitted signal
power of 1 W from an omnidirectional antenna [90]. The
X-band transmitter used has a power efficiency between
20-25% [90]. The transmitter has a basic baseband architec-
ture that consists of OQPSK modulation and has two options
for FEC, which are LDPC and convolutional encoding. All
other signal processing functions are performed in the RF
front end stage. The proposed transmitter is able to achieve a
data rate of 12.5 Mbps [90], however, the system has not yet
been demonstrated in actual space environment and its testing
was limited to the lab. Given that the X-band transmitter has
a power consumption of 5 W and the baseband components
have a power consumption between 1- 2 W, the total power
consumption of the CubeSat transmitter is about 6.5 W.
However, this figure does not take into account the receiver’s
power consumption.

Phoenix CubeSat is designed using some COTS com-
ponents and several custom designed boards developed
by the Phoenix team. Phoenix has three operation modes
which are idle, science, and safe mode [91]. The idle
mode accounts for around 90% of the orbital period of the
satellite, during which the satellite is in low-power mode
only transmitting and receiving telemetry commands such
as the temperature and power status of the satellite [91].
In the science mode, the CubeSat performs its scientific
payload operations such as thermal image collection and
calibration [91]. In this mode as well the collected images
are sent to the base station. Complete image downlink can
require several passes over the ground station in order to
transmit all the collected data. The safe mode is an emergency
mode that is declared when a fault is detected in the CubeSat
so that the CubeSat operation is stopped until the fault is
fixed. Both uplink and downlink are carried over the UHF
band at 437.35 MHz [91]. The system employs GMSK
modulation and uses the AX.25 data link layer protocol with
HDLC (High-Level Data Link Control) encapsulation [91].
Additionally, cyclic redundancy check (CRC) is used for error
detection and correction. Moreover, a custom packetization
method was developed to help in recovering large files by
the team. Before transmission, any file with a size greater
than 256 bytes is broken into smaller files which are then
transmitted as individual packets and reassembled into a
single file in the ground station. In case any packet is not
received, it is re-requested from the CubeSat until the entire
file is successfully reconstructed. The communication system
also utilizes an encryption scheme that is incorporated into all
uplink command signals. The command signals are encrypted
by a rotating cipher key that uses a simple substitution
scheme [91]. The encryption process is only applied to the
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uplink signals from the base station. The downlink signals
from the satellite which communicate the image data and
all associated telemetry are not encrypted because they are
not considered proprietary [91]. The communication system
has a low data rate of about 10 kbps [91]. The average
power generated by the CubeSat’s body-mounted solar panels
during an orbit is around 6 W [91]. However, during Sun
facing, the solar panels can generate up to 14 W [91]. Based
on the simulation and testing of the CubeSat’s power budget,
the average generated power is sufficient to meet the average
power consumption demand of the CubeSat. However, the
exact power consumption of the communication system is not
measured.

D. COMMERCIAL HARDWARE DESIGNS

Planet is an Earth imaging company that developed several
CubeSat and small satellite constellations to image the whole
Earth daily and identify environmental changes and trends.
Planet operates the world’s largest fleet of commercial remote
sensing satellites [92]. In total, there are more than 24 Flocks,
with more than 350 satellites, that have been launched by
the company [93], [94]. The average mass of the 3U Dove
CubeSat is 4.7 kg [95]. Dove CubeSat is purely designed
using COTS components that are integrated by the Planet
team using their own circuit boards [96]. Dove has a simple
power conservative operation scheme; it starts by imaging the
intended region and locally saving the images. Then, when
the CubeSat is above the ground station, it automatically
turns on its transmitter and downlinks the images to the
ground station. After the transmission process is completed,
the transmitter is turned off again [97]. The operation of Dove
is inclined towards using on-board fully automated systems
for commissioning and operating the satellites rather than
waiting for periodical commands from the ground station.
Manual commands are only used in case of anomalies or need
of making system updates or corrections.

The most sophisticated transceiver was designed for the
3U Build 14 Dove (B14) CubeSat, which was launched
in November 2018 [98]. Dove B14 is the world’s fastest
X-band LEO satellite with an on-orbit maximum data rate of
1.674 Gbps [98], [99]. The satellite is able to download up
to 85 GB of image data in one ground station pass. Although
the Ka-band has much more available bandwidth than the
X-band, it has higher path loss through the atmosphere and
suffers from limited availability of COTS components such
as mixers and filters compared to the X-band [99]. Hence,
Dove B14 employed the X-band for its high-speed radio,
named HSD2 radio, since the design is completely based on
COTS components. The radio consists of a CPU for control
and processing, an SSD (solid state drive) for local data
storage, six DVB-S2 modulation cores each running at a
baud rate of 76.8 Msps for modulation and FEC, an FPGA
for multiplexing the incoming data to the six modulator
cores, two X-band transmitters, two antennas, and power
amplifiers, filters, etc. [37], [99]. Much of the modulation
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complexity is handled by the commercial DVB-S2 cores [37].
The radio operates in the 8025-8400 MHz band and has
dual circular polarization antennas that allow for doubling
of bandwidth utilization [99]. That is why the radio has
two independent transmitters and antennas. For each of
the two types of circular polarization, three frequency
channels are used simultaneously each with a bandwidth
of 96 MHz and channel spacing of 100 MHz [99]. Hence,
the use of six DVB-S2 cores as previously mentioned.
Each individual channel has approximately a data rate of
around 200 Mbps resulting in an average combined data
rate of about 1.3 Gbps [99]. On the baseband side, adaptive
modulation and channel coding is employed according to
the DVB-S2 standard with modulation options of QPSK,
8-PSK, 16-APSK, and 32-APSK [99]. Regarding the channel
coding, FEC based on LDPC concatenated with BCH is
employed using code rates between 1/4 to 9/10 [99]. The
DVB-S2 standard was selected due to the wide variety of
options for the COTS components that can be used to realize
this standard [37]. The downlink is carried over the X-band
with a maximum demonstrated data rate of 1674 Mbps [99].
On the other hand, the uplink is carried over the S-band at
a data rate of 256 kbps [99]. On the ground side, there are
five ground stations at five different locations with a total of
15 antennas [99]. Although the Dove B14 communication
system has a very compact size of only 0.25 U, it has
an exceptionally high power consumption of 50 W [99].
Such a high power consumption is expected given the
intensive complexity of the system; six modulator cores, two
transmitters, and two antennas all working simultaneously in
addition to the FPGA and CPU. Thus, the very high data rate
of the system comes at the expense of increased complexity
and very high power consumption.

Another notable commercial hardware system is that
of Corvus-BC CubeSat. Corvus-BC is a 6U CubeSat
developed for multi-spectral Earth imaging [100]. The 1U
communication system of Corvus-BC operates at a central
frequency of 26.8 GHz with a bandwidth of 86.4 MHz
in the Ka-band [100]. The Ka-band radio employs the
DVB-S2 link-layer protocol and is able to operate all of the
28 different modulation and coding schemes supported by
the protocol [100]. The 28 different options are based on
the valid combinations between one of the four modulation
schemes, which are QPSK, 8-PSK, 16-APSK, and 32-APSK,
and one of the 12 possible coding rates (1/4 - 9/10) of
LDPC concatenated with BCH [35]. The maximum data rate
achievable by this radio is 320.6 Mbps [100]. However, the
average on-orbit data rate is about 185 Mbps [100]. The
power consumption of the transceiver is around 24 W [101].

One of the advantages of using the Ka-band is the smaller
antenna size for both the transmitter and receiver. For
instance, to achieve the same data rate over the X-band,
the diameter of the ground station’s dish has to be more
than twice the diameter of the Ka-band dish which is
about 2.8 m [100]. Larger dishes require considerably
higher development and operation costs. Moreover, the
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data rates achieved on the Ka-band, and the X-band as
well, demonstrate these band’s ability to achieve much
higher data rates than the near term proposed CubeSat
optical communication systems. In fact, the X-band and
Ka-band CubeSats achieved higher data rates compared to
CubeSats using optical communication bands, and without
the enormous technical obstacles that face these optical
communication systems [100]. For instance, NASA’s Optical
Communications and Sensors Demonstration (OCSD) pro-
gram was able to establish a CubeSat optical communication
link at a maximum data rate of 100 Mbps using a 1.5U 2.3 kg
CubeSat [102]. Although the achieved data rate is higher than
most reviewed systems, the last two X-band and Ka-band
designs achieved much higher data rates. Consequently,
given the additional complexities and shortcomings of optical
bands, such as the heavy dependence of optical connectivity
on the cloud coverage, the X-band and Ka-band have much
better potential in achieving very high data rate uninterrupted
communication links than optical bands.

There are some older CubeSat transceivers that had some
noticeable features such as [103], [104], [105], [106], [107],
and [108]. For example, [108] was able to implement both
AFSK and GMSK modulation schemes on a DSP connected
to a VHF transceiver which had a transmission power
consumption of 1 W for a data rate of 1.2 kbps for the AFSK
modem and 4.8 kbps for the GMSK modem. Some of these
older CubeSat designs are reviewed in [109]. The majority of
those systems had data rates between 1- 10 kbps for a power
consumption between 0.5- 1 W [109].

IV. PERFORMANCE EVALUATION

A. COMPARISON BETWEEN THE REVIEWED SYSTEMS
Table 2 provides a critical summary of the reviewed
systems compared in terms of their design approach, mis-
sion objective, modulation and coding schemes, practically
demonstrated data rate in Mbps, power consumption in W,
and the frequency bands used. Out of the 14 reviewed
systems, five of them used the S-band, four used the VHF/
UHF bands, three used the Ka-band, and only two used the
X-band.

Fig. 10 displays the data rate and corresponding power
consumption of each of the reviewed systems illustrated
by design category. The y-axis, which represents the data
rate in kbps, has a logarithmic scale to accommodate the
orders of magnitude variation between the different data rates.
Only six of the reviewed systems had a power consumption
less than 5 W, ten systems had a power consumption less
than 10 W, while four systems had power consumption
above 10 W. For the data rate, only two systems had a data
rate above 100 Mbps, four systems had a data rate between
10- 100 Mbps, two systems had a data rate around 1 Mbps,
and six systems had a data rate much less than 1 Mbps. It can
be noted that nine systems employ QPSK, either alone or with
other types of modulation, and eight systems employ LDPC
for channel coding. However, only two systems employed
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TABLE 2. Comparison between the reviewed CubeSat communication systems.

System Design Category ~ Mission Objective Modulation Coding Scheme Data Rate Power Consumption Bandwidth
Scheme (Mbps) (W)
PULSAR [27] Custom SDR Technology QPSK. LDPC, 5-10 0.5-1 S-band.
demonstration. convolutional,
and Reed-Solomon.
Maheshwarapp [55] Custom SDR Multi-CubeSat BPSK. Viterbi and Reed- 0.0192 2.709 VHF, UHF, and S-
signal reception. Solomon. band.
Cai [59] Custom SDR CubeSat ISC. OQPSK. LDPC. 0.12288 5.3 S-band (2.4 GHz).
UOW [63] Custom SDR Imaging. 16-QAM. None. Not tested 2.6 S-band (2.4 GHz).
AeroCube [65] Custom SDR Technology BPSK, Turbo. 1 2.5 UHF (915 MHz).
demonstration. QPSK.
3CAT-2 [74] Commercial SDR  Global Navigation AFSK, LDPC-Staircase. 0.1152 1.35 VHE, UHF, and S-
Satellite System BPSK. band.
Reflectometry.
Alimenti [79] Commercial SDR  Deep Space Ex- QPSK. LDPC concatenated Not tested 8 Ka-band.
ploration. with BCH.
Cadet [80] Commercial SDR  Dynamic FSK, None. 2.6 11.47 UHF.
Tonosphere OQPSK.
Experiment.
GeReLEO [82] Custom Hardware Provide LEO QPSK, LDPC. 16 21 Ka-band.
inter-satellite 8-PSK.
links.
BIRDS-3 [83] Custom Hardware Imaging & Tech- GMSK. None. 0.01 3 UHF (437 MHz).
nology demonstra-
tion.
Palo [90] Custom Hardware Technology OQPSK. LDPC and convolu- 12.5 6.5 X-band (8.380
demonstration. tional. GHz).
Phoenix [91] Custom Hardware Infrared remote GMSK. CRC. 0.01 6 UHF (437 MHz).
sensing.
Dove B14 [99] Commercial Hard- Earth imaging. QPSK, LDPC concatenated 1674 50 S-band and X-
ware 8-PSK, with BCH. band.
16-APSK,
32-APSK.
Corvus-BC [100] Commercial Hard- Multi-spectral QPSK, LDPC concatenated 320.6 24 Ka-band (26.8
ware Earth imaging. 8-PSK, with BCH. GHz).
16-APSK,
32-APSK.

some kind of encryption or source encoding scheme in their
communication system. To conclude this comparison, it can
be noted that more than half of the reviewed designs were
based on SDR, specifically eight systems, while six systems
were based on the more conventional hardware radio design
approach.

B. PERFORMANCE OF CUSTOM SDR SYSTEMS

Although the PULSAR SDR has the lowest power con-
sumption among all reviewed systems and the highest
data rate among all custom SDR systems, it did not go
through extensive testing stages to demonstrate its BER
performance in the orbit environment. The FPGA-based
design demonstrated very low power consumption of 1 W
for a data rate of 10 Mbps but its performance in terms
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of BER has not been tested. However, given that the SDR
utilizes various types of error correction schemes and NEN
compatible packetization, it is expected that the system
has acceptable communication quality. On the other hand,
Maheshwarapp SDR has undergone extensive simulation,
laboratory, and practical CubeSat communication testing
stages. The system was tested as a ground transceiver using
two different practical testbeds with both FUNcube-1 Cube-
Sat and ESEO microsatellite and it successfully demonstrated
reliable multi-CubeSat communication at a data rate of
19.2 kbps. Although the demonstrated data rate is very
low with respect to the system’s power consumption of
2.7 W, the SDR is not meant to provide high speed CubeSat
downlink but to provide simultaneous multi-CubeSat signal
reception capability. Consequently, the system has two
separate communication chains working simultaneously over
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FIGURE 10. Power consumption versus data rate of the reviewed systems
by category.

the S-band for inter-satellite link and over the VHF/UHF
band for uplink/downlink. This justifies the high power
consumption to the low data rate of this system.

Cai SDR has the highest power consumption among
all custom SDR systems. Moreover, its demonstration was
only limited to in-lab testing and did not undergo actual
space testing. The most notable feature of this design is
the improved algorithm of LDPC that was developed and
implemented for the channel coding of this system resulting
in very efficient utilization of the FPGA resources. Moreover,
with this improved LDPC algorithm the achieved BER (10~¢)
was much lower than other systems for the same number
of decoding iterations (20) and for the same SNR (4.9 dB).
Thus, Cai SDR has superior BER performance compared to
most other systems. Although it is claimed that the SDR can
achieve a data rate of up to 28 Mbps, this data rate has not
been demonstrated in practical testing. Although UOW SDR
was tested in-lab, the testing lacked several important criteria.
Firstly, the SDR was tested either as a transmitter or as a
receiver at a given time. Therefore, there was no complete
communication chain testing of the developed SDR. As a
result, the actual data rate that the system is capable of was
not determined. Instead, only the maximum possible data
rate limit (60 Mbps) allowed by the system’s components is
known. Although the actual data rate of this SDR was not
determined, it is expected to be above 100 kbps based on
the system’s specifications and results from similar systems.
Secondly, the testing was merely limited to verifying the
functionality of the individual blocks, the overall function-
ality of the SDR, and the power consumption, rather than to
test the practical performance of the system under realistic
conditions. Thirdly, the testing was completely performed
in-lab and no testing was performed using either existing
CubeSats or UOW CubeSat itself.In contrast, AeroCube
SDR, which had nearly the same power consumption as UOW
SDR, was able to successfully implement FEC codes and
even utilize ACM to change the modulation and channel
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coding schemes based on the channel conditions and in-orbit
position. Moreover, AeroCube SDR demonstrated a data rate
of around 1 Mbps based on in-orbit results. Although the
exact BER performance of the system is not described, it is
expected to have acceptable BER based on the successful
results of the CubeSat.

C. PERFORMANCE OF COMMERCIAL SDR SYSTEMS
3CAT-2 SDR had both the lowest data rate and power
consumption among the reviewed systems. A distinguishing
feature of 3CAT-2 is that its SDR platform (USRP B210)
employs a 2x2 MIMO. Therefore, the SDR is able to support
two simultaneous transmitting and receiving channels. The
SDR was successfully tested on board the 3CAT-2 CubeSat,
providing a reliable 115.2 kbps downlink data rate over
the S-band at an approximate 1.35 W power consumption.
On the other hand, Alimenti SDR had a noticeably high
power consumption for a receiver-only system. Although the
Ka-band receiver is capable of handling up to 80 Mbps data
rate, this has not been demonstrated in practical CubeSat
deployment. Furthermore, due to the considerably high power
consumption of the receiver-only system, around 8 W, it is
very challenging to be used for typical CubeSat applications.
Cadet SDR had the highest power consumption among
all reviewed SDR systems. The SDR required a power of
11.47 W to achieve a data rate of 2.6 Mbps. A distinguishing
feature of Cadet system is its use of encryption for uplink
signals. All the uplink ground commands are encrypted using
256-bit AES and are decrypted by the CubeSat receiver. This
ensures that the CubeSat does not respond to third-party
commands. Although the exact BER performance of the SDR
is not mentioned in the work, successful communication with
the CubeSat was achieved demonstrating the reliability and
performance of the system.

D. PERFORMANCE OF CUSTOM HARDWARE SYSTEMS
For the performance of custom hardware systems, it can be
noticed that both BIRDS-3 and Phoenix systems had similar
characteristics. Both systems employed the same frequency
over the UHF band, both had a low data rate of 10 kbps, and
they both employed GMSK modulation. However, Phoenix
used a rotating cipher for encrypting all their uplink command
signals. Due to the additional features of Phoenix system,
it had higher power consumption than BIRDS-3 system.
Nevertheless, BIRDS-3 had a more developed RF front end
compared to Phoenix. For instance, while Phoenix used a
simple omnidirectional antenna, BIRDS-3 used a circularly
polarized dipole antenna with special EMI countermeasures.
Although BIRDS-3 has a very basic baseband system, it was
able to accomplish its mission at its very low data rate.
On the other hand, Phoenix failed to achieve its scientific
mission due to an unexpected fault after its deployment,
but it successfully demonstrated two-way communication
according to the expected performance.

GeReLEO system had both the highest data rate and
power consumption among the custom hardware systems.
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The design was not completely hardware-based but used
SDR for several functions; hardware-software co-design.
A unique feature of GeReLEO system is that it used
multiple access techniques, which is not common among
the reviewed systems. It employed MF-TDMA for its
data downlink/uplink and TDM for its telecommand link.
Moreover, the system passed through a rigorous testing
stage that simulated the practical channel conditions for the
proposed CubeSat configuration. The system demonstrated,
in implementation, the ability to provide a high-quality link
with a BER of around 10~7 for an SNR of roughly 5 dB
using QPSK with a code rate of 2/3. Given that GeReLEO
is the only custom hardware system that operates over the
Ka-band and has the highest data rate (16 Mbps) among
custom hardware systems, it is expected that it has the highest
power consumption (21 W), greatest mass (2.4 kg), and
largest dimensions (20.3 cm x 20.0 cm x 7.7 cm) among
the reviewed custom hardware systems.

Finally, Palo design consisted of a transmitter-only system.
The system used a simple omnidirectional antenna with
a transmitter power efficiency of roughly 25%. Although
the proposed transmitter can achieve a maximum data rate
of 12.5 Mbps, its demonstration was limited to in-lab
experiments. Furthermore, the implementation and testing
only focused on the performance of the X-band transmitter,
without enough consideration to the corresponding X-band
receiver. Hence, it is difficult to evaluate the proposed system
in terms of actual data rate, BER reliability, and total power
consumption.

E. PERFORMANCE OF COMMERCIAL HARDWARE
SYSTEMS

Commercial hardware systems had by far the highest data
rates among all reviewed systems. Dove B 14 demonstrated an
in-orbit data rate of 1.674 Gbps making it the world’s fastest
X-band LEO satellite. This extremely high data rate comes
at the expense of the very high, 50 W, power consumption,
large mass of 4.7 kg, and increased complexity of the system.
Dove B14 was able to achieve such an exceptionally high
data rate due to several reasons. Firstly, it had two antennas
radiating simultaneously at two different polarizations (right-
handed and left-handed circular polarization) and employed
three frequency channels for each polarization. Thus, six
simultaneous frequency channels are being used by the
CubeSat for downlinking the data. Secondly, the system had
six DVB-S2 modulation cores each operating at a baud rate
of 76.8 Msps, simultaneously. Hence, each channel has its
own high-speed modulation core. Thirdly, the system has a
CPU dedicated to signal control and processing. Fourthly,
the system has an FPGA dedicated to multiplexing the
incoming data to the six modulators. Consequently, the
transceiver has superior processing power, high utilization of
the available bandwidth resources, high gain, and employs
different polarizations. Both Dove B14 and Corvus-BC
transceivers employed the DVB-S2 standard. So, they have
exactly the same modulation and channel coding options.
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FIGURE 11. Qualitative comparison between the features of each
CubeSat communication subsystem design approach.

However, while Dove B14 works over the S-band (uplink)
and X-band (downlink), Corvus-BC works over the Ka-band
at a much higher frequency. This has the key advantage of
requiring smaller antenna size thus making the system more
compact.

V. DISCUSSION

A. FEATURES AND LIMITATIONS OF EACH DESIGN
APPROACH

To compare the general features of each of the four
design approaches, Fig. 11 has been developed to provide
a visual overview of how the different design approaches
perform under eight different metrics. Under each metric,
the performance of the approach is represented by the
length of its arrow, where longer arrows indicate better
performance. The metrics are the average consumed power
over the achieved data rate (average W per Mbps), the
typical development cost, the required development time,
the hardware and software complexity of the system, and
the size and mass of the system. Longer arrows under these
metrics indicate lower consumed power for a given data
rate, lower cost, shorter development time, lower complexity,
and smaller size/mass, hence better performance. The other
set of metrics are the average demonstrated data rate, the
in-flight reconfigurability, and the capability of the system
to be easily upgraded or scaled after deployment. For
these metrics, longer arrows indicate higher data rate, better
reconfigurability and scalability, and consequently better
performance as well. The comparison is directly based on
the average performance of the reviewed systems under each
design category. Therefore, it reflects the overall features of
each of the design approaches for CubeSat communication
subsystems.

Custom SDR approach performs fairly well in most
metrics. It has the lowest cost of implementation, best
in-flight reconfigurability, best scalability, smallest size,
moderate complexity, and moderate development time. Its
primary limitation is that it has the lowest data rate and
has a noticeably high power consumption with respect to
the achieved data rate. Commercial SDR systems strongly
compete with custom SDRs, they have similar performance
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under several metrics such as reconfigurability, scalability,
and size. However, they have slightly higher data rates
and better power efficiency but at more expensive costs.
Moreover, commercial SDRs have the lowest complexity and
shortest development time. Commercial hardware systems
succeeded in achieving the highest data rates ever achieved
using CubeSats and small satellites in general, however,
they have the largest size and mass among all systems.
Nonetheless, commercial hardware systems demonstrated
the lowest power consumption required for achieving a
given data rate. On the other hand, both commercial and
custom hardware systems have very little capability to be
reconfigured or upgraded after deployment. Consequently,
they are not as flexible as SDR systems and if a fault were
to occur in the system, most likely, it will be very difficult to
fix, as actually happened with Phoenix CubeSat. On the other
hand, SDR systems can easily be upgraded, reconfigured, and
fixed. Hence, they are less likely to fail the mission.

While normally custom hardware systems have smaller
sizes and better power efficiency than SDR systems, this is
not the case for the reviewed CubeSat systems. This can be
traced back to several reasons. Firstly, two of the reviewed
custom hardware systems (BIRDS-3 and Phoenix) operated
in the UHF band and had a considerably low data rate (10
kbps) for a relatively high power consumption. Secondly,
GeReLEO custom hardware system operated at a very high
frequency in the Ka-band which largely explains why it had
a very high power consumption (21 W) for its achieved data
rate of 16 Mbps. Furthermore, GeReLEO transceiver had a
large mass of 2.4 kg and large dimensions. This is in contrast
with Alimenti commercial SDR system which also operated
in the Ka-band but had a much lower power consumption
of 8 W and a much smaller mass of 0.6 kg. To summarize,
the comparison given in Fig. 11 must be interpreted in the
context of this review.

B. CHALLENGES AND FUTURE DIRECTIONS

There are many directions for improving the capabilities of
CubeSat communication subsystems to meet the increasing
demands of higher data rates at lower costs, lower power,
smaller form-factors, and higher flexibility. The improve-
ments include using high frequency bands, better modulation
and coding schemes, improved baseband algorithms, use
of MIMO and beamforming technologies, employment of
multiple access techniques, use of advanced antennas, and use
of efficient high-speed processors.

1) HIGH FREQUENCY BANDS

Current and future trends include using higher frequency
bands especially the Ka-band. Increasing the system’s RF
frequency not only increases the data rate, due to the more
available bandwidth at higher bands, but also decreases the
required antenna size and mass of the transceiver. Due to this
relatively recent trend towards using higher frequency bands,
about 66 nanosatellites communicate over the Ka-band [13].
It is expected that the number of nanosatellites operating at
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these high frequency bands will grow rapidly in the future.
The transition towards higher bands is mainly driven by
the demand for much higher data rates and the fact that
low bands are highly congested. The bandwidth available
at high frequency bands, such as the Ka-band, is many
times larger compared to that available at lower bands and
thus the achieved data rate can be many times higher [99].
However, this transition is hindered by the relative lack
of energy-efficient COTS components operating at such
high frequencies as well as the other challenges that face
high-frequency communications such as increased power
consumption, significantly higher path loss, and need for
much faster processors to handle such high data rates.
The Ka-band specifically has much higher attenuation
through the atmosphere and higher rain and cloud fade [99].
Although the optical band is a very attractive option as it
has practically unlimited available bandwidth, it still faces
considerably severe challenges for CubeSat applications
such as the very expensive costs, critical dependence of
connectivity on cloud coverage, and power efficiency of
optical communication systems [99].

2) EFFICIENT MODULATION SCHEMES

Based on analyzing the data from a data-set [110] containing
information on 757 CubeSats deployed in orbit, Fig. 12
has been developed to give a statistical insight of the
most common CubeSat modulation schemes and antenna
types. GMSK was the most widely used modulation scheme
followed by BPSK, FSK, QPSK, and AFSK, which all had
nearly the same percentage. Most CubeSat transceivers tend
to use the aforementioned modulation schemes, especially
GMSK and BPSK, due to the complexity of higher order
modulation transceivers and the strict limitations on power
consumption [111]. BPSK is the one of the most widely used
modulation schemes for CubeSats because it is simple to
implement and demands the least amount of power to support
a given throughput [111]. GMSK is uniquely attractive for its
efficient spectral characteristics, although it has worse BER
performance compared to BPSK [111].

3) HIGH-GAIN ANTENNAS AND MIMO

Dipole antennas and patch antennas were employed in
almost 70% of the deployed CubeSats. The design of more
efficient and high-gain antennas is a critical method for
improving CubeSat communications. For example, [112]
described the design and successful implementation of a
high gain S-band slot antenna that significantly increased
the gain from 2.52 dBi to 8.8 dBi. Improvements on the
antenna design are not just limited to increasing the gain
but can extend to decreasing the antenna size, increasing
its power efficiency, and use of beam steering techniques
if required [112]. Moreover, the use of multiple antennas,
which is still not common in CubeSats, to exploit the features
of MIMO and beamforming techniques is an important
development to increase the data rate and serviceability,
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FIGURE 12. Modulation schemes used by 182 CubeSats (left) and antenna
type used by 245 CubeSats (right) launched between 2015 - 2018.

especially if we consider mobile ground stations. Such
development faces many challenges including power, size,
complexity, and need for more powerful energy-efficient
processors to execute the various MIMO/beamforming
algorithms. Consequently, employing beamforming requires
considerable improvements on both the RF and baseband
sides.

4) MULTIPLE ACCESS TECHNIQUES

Another aspect of future development is the use of multiple
access techniques. Most existing CubeSats do not make
use of any multiple access techniques. Multiple access
techniques such as OFDM (Orthogonal Frequency Division
Multiplexing) increase the efficiency of resource utilization
and lead to higher data rates or larger number of serviceable
users [113]. The use of multiple access techniques for
inter-satellite communication between small satellites was
already long proposed, as in [114] and [115]. Reference [116]
presented a comparison between various multiple access
techniques that can potentially be used to overcome some of
the challenges that face inter-satellite communications.

5) IMPROVED CHANNEL CODING ALGORITHMS

On the baseband side, channel coding is an essential block
for all reliable CubeSat systems because it substantially
reduces the required transmitter power by reducing the SNR
requirement for achieving a given bit error rate. Besides
employing efficient error correction schemes, developing
customized algorithms to implement the encoding and
decoding processes is an important factor for designing more
efficient systems. Improved channel coding algorithms can
greatly reduce the required hardware resources needed to
perform encoding/decoding. This results in lower processing
power utilization and hence lower power consumption.
Moreover, channel coding algorithms can be customized
to reduce the number of iterations required to achieve a
specific BER at a given SNR or reduce the SNR requirement
for a given BER. Furthermore, some algorithms can allow
higher data rates than others based on the number of
operations required and whether they are performed in
series or in parallel. Consequently, developing improved and
customized channel coding algorithms is a major way for
improving the communication system in terms of efficiency,
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reliability, power consumption, and data rate. Nevertheless,
the literature on CubeSat communication systems does not
address this issue in sufficient detail. The majority of existing
CubeSats employ existing channel coding algorithms without
consideration to customizing or improving them to better suit
the specific requirements of CubeSats.

6) ENERGY RESERVE BUDGETING

Of all the challenges facing CubeSat transceivers, the strict
limitation on the power consumption is the most severe
challenge. The small size of the CubeSat restricts the size
of its solar panels and batteries and thus limits the available
power and energy resources. There are two approaches to
overcome this limitation: maximizing the harnessed solar
power and minimizing the systems’ power consumption.
There are several proposals for increasing the harnessed
solar power such as the use of more efficient solar panels,
use of deployable panels, and choice of optimum orbit that
maximizes the harnessed solar power. When it comes to
reducing the consumed power, this decrease should not come
at the expense of lower performance. In contrast, the decrease
in power should stem from using more efficient compo-
nents that achieve the same performance at lower power
consumption. One of the major aspects for realizing this is
the use of FPGAs due to their unique energy-efficient features
described previously. Although FPGAs can provide high data
processing performance at a reduced power consumption,
FPGAs’ power demand can still easily exceed CubeSats’
power budget. For instance, the radiation tolerant Virtex4QV
FPGA family’s average power consumption can range from
1.25 W to 12.5 W, while a typical 1U CubeSat power budget
ranges from 2 W to 8 W [117]. Even more, the average
obtained power using body mounted solar panels on 3U
CubeSats is typically less than 10 W [118]. Consequently, it is
necessary to develop and employ energy reserve budgets and
power-saving operation modes. Reference [117] proposes
two energy reserve budgeting scenarios for FPGA-based
CubeSats based on the orbital pattern to determine the
percentage of orbital time available for FPGA processes that
require high power.

7) DEPLOYABLE SOLAR PANELS

There are several methods for increasing the generated solar
power, most commonly by using deployable solar panels that
are initially folded on the CubeSat sides and extend to their
full size once the CubeSat is in orbit. This technology is
further improved by designing solar panels that can track
the apparent motion of the sun. Reference [118] designed
a solar panel system for a 3U CubeSat consisting of two
deployable systems made of three solar panels each for a
total of six deployed solar panels that can track the sun’s
apparent motion. The system was able to deliver a maximum
power of 50.4 W [118]. More generally, deployable solar
panels produce between 160% to 400% more power than
body mounted solar panels [119]. There are many deployable
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solar panel solutions for 3U CubeSats with total generated
power ranging from 22 W to 56 W [120], [121], [122].
Therefore, using deployable solar panels greatly increases
the amount of generated power which can be utilized to
enable the employment of some of the techniques mentioned
before such as beamforming and multiple access. However,
it must be noted that these solar panel solutions come at the
expense of higher development costs, larger CubeSat mass,
and increased complexity. Comparing the typical generated
power, even with deployable solar panels, with the reported
power consumption of the reviewed communication systems,
keeping in mind that there are other systems on the CubeSat
that also have high-power requirements, it is evident that
there is a definite need for reducing the required power
consumption per achieved Mbps that CubeSat transceivers
are capable of.

8) INTEGRATED ANTENNA SYSTEMS

One of the main challenges in increasing the efficiency
of harnessing solar power in CubeSats is optimizing the
utilization of CubeSat sides. CubeSats have limited surface
area, which is typically allocated for solar panels. However,
there is potential for integrating antenna systems with the
solar panels or other payloads to improve overall mission
efficiency [123], [124]. By integrating antennas into the
surface area of the CubeSat, it becomes possible to simulta-
neously utilize the limited space for both communication and
power generation purposes [125]. This integration eliminates
the need for separate dedicated antenna structures, saving
valuable space and reducing the overall size and weight
of the CubeSat [16]. Integrated antenna systems offer
several advantages. Firstly, they enable efficient use of the
CubeSat’s surface area, maximizing the available space for
solar panels while also providing the necessary antenna
functionality [123]. This can be particularly valuable for
missions that require extensive communication capabilities
or have strict power requirements. Moreover, integrating
antennas with solar panels or payloads can enhance the
pointing accuracy and coverage of the antenna system [126].
By aligning the antenna with the solar panels, it becomes
possible to optimize the CubeSat’s orientation towards the
desired communication target or increase the field of view
for better signal reception [126]. Furthermore, this approach
can contribute to improved system-level integration and
reduced interference between components. By combining the
antenna, solar panels, and other payloads into a single inte-
grated structure, potential interference issues and complexity
associated with separate components can be minimized [127].
Nonetheless, the integration of antennas with solar panels
or other payloads presents new design challenges. These
include managing potential electrical and electromagnetic
interference, ensuring proper thermal management to avoid
overheating, and maintaining the structural integrity of the
system [17]. Extensive research and development efforts
in the literature explore the feasibility, performance, and
practical implementation of integrated antenna systems in
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CubeSats [16], [128], [129]. This approach has the potential
for enhancing the efficiency of CubeSats, enabling improved
communication and power generation within the limited
available space.

Concrete real-world examples of integrated antenna sys-
tems for CubeSats remain relatively limited due to the con-
cept’s emerging stage [16], [125], [126]. For instance, within
the QB50 project, which aims to establish a constellation of
CubeSats for atmospheric research, the CubeSat “EnduroSat
One” employed integrated patch antennas to enhance its
communication capabilities. The CubeSat had embedded
patch antennas on its sides and top panels, effectively utilizing
its surface for communication and power generation [17].
This dual-purpose integration emphasizes the potential to
merge functionalities within the limited spatial borders of
CubeSats [128]. Another practical case is TDSat, which
incorporates an integrated deployable Yagi-Uda antenna,
showcasing the practical integration of an antenna system
into the CubeSat’s structural framework [16], [129]. While
the integration of antenna systems into CubeSats is still
evolving, these cases as well as the ongoing research efforts
demonstrate the potential of this approach in enhancing
CubeSat communication, power, and payload capabilities.
As CubeSats continue to advance, it is expected that more
comprehensive case studies of integrated antenna systems
will emerge, further solidifying this approach’s viability and
utility.

VI. CONCLUSION
This paper has presented a comprehensive review of the
design and architecture of CubeSat transceivers. Four design
approaches have been identified and reviewed. We compared
the performance of the four approaches based on several met-
rics. Custom SDR systems perform well overall, with lower
implementation costs, good reconfigurability, scalability, and
moderate size and complexity. Commercial SDR systems
have slightly higher data rates, better power efficiency, and
shorter development time, but at higher costs. Commercial
hardware systems achieve the highest data rates, reaching up
to nearly 1.7 Gbps, but have the highest power consumption,
up to 50 W, larger sizes, and limited reconfigurability. Custom
hardware systems vary in performance, with some exhibiting
lower data rates and higher power consumption. The compar-
ison should be interpreted within the context of the reviewed
CubeSat systems. Most reviewed systems employed QPSK
modulation and used forward error correction schemes.
However, only two systems used encryption for the command
uplink signals. The S-band and VHF/UHF bands were the
most commonly used bands among the reviewed systems,
and generally among all launched CubeSats, while the
X-band was the least common among the reviewed systems.
However, there is a trend towards moving to higher frequency
bands as reflected from the number of reviewed systems that
operate over the Ka-band.

CubeSat transceivers still face many challenges, namely
the development of energy-efficient high-speed modems
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that satisfy CubeSats’ constraints. The need for high-speed
connectivity is becoming increasingly more essential with
the rapid increase in the number of commercial CubeSat
launches. Several directions for moving forward have been
identified and discussed such as the use of improved coding
algorithms, use of FPGAs, employment of multiple access
techniques, employment of beamforming and MIMO, use of
advanced antennas, and transition to higher frequency bands.
With such improvements and technology developments, the
future of CubeSats seems very promising in playing a major
role in global wireless communications with applications
ranging from high-speed connectivity, smart cities, IoT
services, and many other uprising civil and commercial
applications.
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