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A B S T R A C T   

Despite the existence of methods for estimating the behavior of steel circular tubes subjected to pure bending, 
analytical models are still restricted due to the problem’s complexity and significant nonlinearity. Using the 
random forest (RF) as the basic model, novel intelligent models are constructed to estimate the ultimate pure 
bending capacity of circular steel tubes in this study. The RF model’s parameters are optimized using three 
nature inspired optimization algorithms, namely, the particle swarm optimization (PSO), ant colony optimization 
(ACO) and whale optimization algorithm (WOA). In the experimental part, a database of 104 tests that comprise 
49 and 55 pure bending tests conducted on fabricated and cold-formed steel circular tubes, respectively, are 
evaluated and utilized to investigate the applicability of the hybrid RF-models. A single RF model is also built for 
comparative reasons in order to estimate the ultimate pending capacity. Various statistical and graphical mea
sures are used to evaluate the performance of the developed models. The results show that the proposed RF-based 
nature-inspired algorithms can outperform the original RF predictive model. When the hybrid-RF models were 
assessed, it was discovered that the RF-WOA performed best. In addition, the influence of each parameter on the 
prediction findings based on the best RF-model is investigated via sensitivity analysis. Taking into account the 
overall findings, the hybrid RF-models may be used as powerful tools to predict the ultimate bending capacity of 
circular steel tubes and may be viable to aid technicians in making proper judgments.   

1. Introduction 

Circular steel tubes have been among the most popular section 
profiles chosen by structural engineers, due to their advantageous me
chanical properties and characteristics such as double symmetry, among 
others [1,2]. One of these beneficial characteristics is the comparatively 
high absorption energy capacity under pure bending conditions [3]. As a 
result, steel circular tubes are particularly well suited for use in large- 
scale engineering projects of high importance such as offshore and 
onshore pipelines and platforms; chemical and nuclear powerplants; 
earthquake and wind resistant structures. However, the deformation 
mechanism of steel circular tubes subjected to bending is a highly non- 
linear phenomenon characterized by ovalization, in which the circular 
section progressively deforms into an oval shape [4]. This effect is pri
marily caused by the tensile and compressive stresses generated 
throughout its cross section, which results in a significant reduction of 
stiffness, causing the nonlinear behavior and response [5]. Taking into 

account the locations, loads, and operating circumstances of these 
constructions, the ovalization produced by the excess bending capacity 
of steel circular tubes might result in unintended consequences such as 
failures, causing severe environmental and economic repercussions. In 
this context, finding a more precise model for estimating the ultimate 
pure bending capacity of circular steel tubes is critical in order to 
effectively evaluate and manage the safety of projects that use these 
structural components. 

As conducting experimental tests is costly, time-consuming, and 
necessitates the use of specific designed test rigs, utilizing design codes 
and standards to estimate the bending moment capacity is a typical 
practice. As a result, various closed-form solutions to consider the 
ovalization mechanism in circular steel tubes have been presented in the 
literature during the previous few decades. Among the most well-known 
codes and standards for predicting the ultimate bending capacity of 
circular hollow steel tubes are Eurocode 3 [6], AS/NZS 4600 [7], AS 
4100 [8], and AISC [9]. Most of these approaches are only effective for 
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cases with a small degree of ovalization based on the assumption that the 
ovalized form is a perfect ellipse [10–12]. Other approaches have been 
also developed and proposed for higher degrees of ovalization, by 
adding additional assumptions, such as considering plastic hinges at 
certain positions along the tube length [13] or a linear distribution of the 
plasticity over the whole element [2]. Highly detailed finite element 
models, on the other hand, may be more trustworthy and attain better 
accuracy for both small and large degrees of deformation, as shown in 
[14–16]. Nonetheless, the simulation becomes challenging and 
computationally costly because of the needed detail and the consequent 
high complexity of the model [17]. Although all the aforementioned 
methodologies are capable of capturing the response of steel tubes to 
some extent, their applicability is restricted due to the various as
sumptions and simplifications utilized in their mathematical formula
tions. Soft computing techniques, on the other hand, offer greater 
flexibility because they do not need a rigid mathematical representation, 
and hence no assumptions or simplifications on the underlying phe
nomena are required. 

Artificial intelligence (AI) methodologies are becoming a popular 
trend for solving engineering challenges by building more generic 
models that do not require any explicit physics or assumptions about the 
databases they rely on [18–21]. While hard-computing models use 
experimental data to calibrate a mathematical formulation given some 
specific assumptions, AI models, widely known as soft-computing 
models directly use the given data to find proper patterns and create a 
predictive data-driven model to find approximate solutions, requiring 
only a few user-defined parameters (also known as hyperparameters) to 
control the algorithm’s performance. Various types of AI approaches 
have been well established as strong and reliable alternatives to pre
dicting the complex behavior between input parameters and expected 
outputs, including the use of machine learning (ML) techniques, such as 
artificial neural network and support vector regression; ensemble 
learning (EL) techniques such as random forest, adaptive boosting and 
extreme gradient boosting; and deep learning (DL) techniques such as 
deep neural network. These and other relevant AI approaches have been 
recently widely used to solve a variety of complex engineering problems, 
such as predicting the shear strength of steel fiber unconfined concrete 
[22], predicting the masonry failure under biaxial stress [23,24], 
modeling degradation in steel structures [25–27], estimating the axial 
capacity of square concrete-filled steel tubular columns [28], analyzing 
the axial compression capacity of circular concrete-filled steel tube 
columns [29], modeling the maximum ultimate bond strength between 
the corroded steel reinforcement and surrounding concrete [30], and 
many other applications in structural engineering [31]. Yet only few 
research works have been undertaken utilizing soft-computing meth
odologies to handle the engineering challenges discussed in the present 
work. Shahin and Elchalakani [32] are regarded as one of the first to 
have used an artificial neural network to estimate the ultimate bending 
capacity, with findings indicating that the suggested AI-based model 
outperformed the existed codes and standards. Basarir et al. [33] esti
mated the ultimate pure bending of concrete filled tubes and regular 
steel tubes using neuro-fuzzy inference algorithms and neural networks, 
respectively. The study demonstrates the significance and promising 
outcomes produced by utilizing AI-models in comparison to analytical 
models. Among the soft-computing models, it was discovered that EL 
models outperform single ML-models, as the previous uses a single ML- 
model as the weak learner to estimate the overall EL-model performance 
(strong learner) [34]. Xu et al. [35] investigated seven soft computing 
algorithms for predicting the capacity of steel tubular columns and 
discovered that random forest produces the best results. RF is a simple, 
yet powerful model that can handle complex databases and is considered 
computationally lighter than other EL-models (e.g. Adaboost and 
XGBoost) [36,37]. 

All the aforementioned AI-models are used as independent models, 
with their hyper-parameters chosen manually. To improve AI model 
performance and overcome this limitation, meta-heuristic optimization 

methods can be used as hybrid AI-models for the automatic selection of 
the controlling parameters. In this study, we propose, test, and compare 
three different variants of a novel soft computing-based methodologies 
for modeling the complex behavior of the ultimate pure bending ca
pacity of circular steel tubes. This will enable the development of an 
accurate solution in comparison to the existing codes and correlations. 
Each of the proposed variants is based on the random forest (RF) 
approach due to its advantages, which is paired together with a sec
ondary nature-inspired optimization algorithm to automatically deter
mine its control parameters in an optimal way. The selected nature- 
inspired optimization algorithms include the particle swarm optimiza
tion (PSO), ant colony optimization (ACO), and whale optimization al
gorithm (WOA). These metaheuristics have been used in a variety of 
problems in structural engineering with very impressive results [38–41]. 
As a result, three novel hybrid strategies emerge, namely (i) RF-PSO, (ii) 
RF-ACO and (ii) RF-WOA. The models are constructed based on exper
imental results from cold-form and fabricated circular steel tubes sub
jected to pure bending conditions, with a total of 104 tested elements 
comprising the database used for training and testing processes. The 
developed hybrid RF-models’ accuracy and agreement predictions are 
compared to the ones obtained from regular RF-models, and the highest 
performing model is compared to pre-existing standards utilized for 
predicting the ultimate bending capacity. The remainder of the manu
script is structured as follows: Section 2 describes the technique for 
conducting the experimental tests, as well as the database description 
and the used statistical metrics. Section 3 discusses the suggested hybrid 
RF-models, whereas Section 4 discusses the implementation stages. 
Section 5 reports and discusses in depth the results of the implemented 
hybrid framework. Section 5 concludes with the primary findings and 
recommendations. 

2. Experimental set up and database description 

2.1. Experimental test description 

The database used in this study to train the corresponding models is 
obtained from a variety of sources in the literature, and it comprises the 
results of 104 experimental tests of circular steel tubes subjected to pure 
bending. From the complete list, 49 of the specimens are fabricated (also 
known as structural steel tubes), while the remaining 55 are cold-formed 
tubes. From the 49 tests carried on fabricated steel tubes, 27 are taken 
from the work by Sherman [42,43], 10 from experiments conducted by 
Schilling [44], 4 from the work of Jirsa et al. [45], and 8 from Korol and 
Huboda [46]. The remaining 55 experiments, regarding the cold-formed 
tubes, are taken from the studies conducted by Elchalakani et al. 
[47,48]. 

The standard testing setup comprises of a customized rig intended to 
deliver pure bending conditions over the test specimen’s central span 
without causing considerable axial or shear forces. This is accomplished 
by applying the loading with the help of two revolving wheels and two 
fixed support points. Fig. 1 depicts a schematic diagram of the experi
mental test setup. Using different sensors and measurement equipment, 
the moment–curvature (M–κ) is calculated by detecting the angular 
rotation κ and estimating the related bending moment. Elchalakani 
provides a detailed explanation of the testing procedure in [47]. 

2.2. Data sets description 

The data from the 104 experimental tests are processed to generate a 
valid dataset with specified inputs and outputs that can be used in the 
numerical investigations. Each experimental test represents a data point 
with four input parameters and a single output parameter. The four 
input variables characterize the physical attributes of the tested spec
imen, and are namely the following: (1) the thickness t of the section, (2) 
its diameter d, (3) the yielding stress of the fabrication steel fy, and (4) its 
elastic modulus E. The output parameter value (result) is equal to the 
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measured ultimate bending moment Mu. The complete database is dis
played in two separate tables. Table 1 relates to the 49 fabricated steel 
tubes, whereas Table 2 corresponds to the 55 cold-formed steel tubes. 

2.3. Data sets analysis 

A statistical analysis is performed on the database, and the following 
statistical quantities are extracted for each variable: the minimum value 
(MIN), the maximum value (MAX), the range (RNG), the mean value 
(MEAN), and the standard deviation (SD). Tables 3 summarizes the 
statistical analysis findings for the fabricated and cold-formed and 
overall tubes, respectively. It can be noted that the fabricated-type steel 
tubes constitute the larger specimens, with a mean diameter and 
thickness of 344 mm and 7.87 mm, respectively, whereas the cold- 
formed-type tubes represent smaller ones, with a mean diameter and 
thickness of 80.99 mm and 2.43 mm, respectively. Furthermore, the 
table findings show that the output variable, Mu, ranges between 0.8 and 
480.63 kN•m. Fig. 2 also depicts the correlation matrix of the whole 
database that was used. The plots of this figure comprise histograms of 
the input and output variables, as well as the coefficients of correlation 
between them. The histograms in Fig. 2 indicate the data’s random 
distribution based on pre-defined intervals, whereas the crossplots show 
the agreement between the variables. Mu clearly correlates with the wall 
thickness and diameter, with correlation values equal to 0.91 and 0.86, 
respectively. Mu, on the other hand, has a negative correlation (− 0.16) 
with the yielding stress of the manufacturing steel and similarly a 
negative correlation (− 0.11) with the elastic modulus, showing an in
verse weak correlation. According to the statistical indicators, both the 
input and output variables have distinct ranges and scales, as well as a 
varied degree of correlation, indicating the difficulty and the challenges 
imposed in modeling the ultimate capacity of pure bending for circular 

steel tubes. 

3. Proposed modeling framework 

3.1. Random forest 

The Random Forest (RF) is a strong Ensemble Learning (EL) meth
odology established by Breiman [49] that is based on combining the 
bagging ensemble learning theory [50] with Ho’s random subspace 
method [51]. The decision tree (DT) has a basic structure as the RF’s 
fundamental for prediction problems, however, DT suffers from over
fitting when the input variables are rather complicated. As a result, DT 
will be unable to adequately deal with categorization issues. Thus, RF 
offers a higher generalization capacity and a better prediction result 
than the classic DT model [34]. The RF model randomness is mostly 
evident in the two elements listed below. To begin, the bootstrap 
approach is used to randomly choose K new sample sets using the 
training set based on the model inputs, whereas each new sample set is 
utilized to train a DT. As a result, the RF model has K DTs as the basis 
estimator. The out-of-bag (OOB) datasets are made up of the unselected 
samples. Second, during DT building, a specified number of features (N) 
of the input variables have to be randomly extracted. Each DT will 
produce an estimated result for prediction problems, while all prediction 
results of the K DTs will be voted on to decide the final prediction RF 
outcomes. The RF model’s final decision outcome is provided below 
[52]: 

H(X) = argmax
∑K

i=1
I(hi(X) = Y) (1)  

where H(X) denotes an RF model with various DTs; hi is the i-th indi
vidual DT; K is the total DTs number; and X and Y represent the vectors 

Fig. 1. Schematic of the experimental test set up.  
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of the input variables and correct prediction, respectively. 

3.2. Optimized random forest using meta-heuristics 

The RF features several built-in parameters, including the DTs 
number in the RF model (n estimators), the minimum number of samples 
necessary for a node in the tree to split (min samples split), and the 
maximum depth of the output tree (max depth). These three factors are 
critical for balancing prediction performance and modeling computa
tional speed. Typically, the trial-and-error approach is used to manually 
pick these settings. However, in this study-three nature inspired opti
mization algorithms are utilized in order to auto-select these parame
ters, namely Particle Swarm Optimization (PSO), Ant Colony 
Optimization (ACO) and Whale Optimization Algorithm (WOA). The 
following sections cover the specifics of the suggested hybrid models. 

3.2.1. Particle swarm optimization (PSO) 
PSO is a well-known population-based algorithm developed by 

Kennedy and Eberhart [53] in response to the dynamic movements and 

associated communications of animals such as flocks of birds or schools 
of fish. PSO’s searching mechanism iteratively updates a population 
(swarm) of probable solutions known as particles. The particles with 
their respective coordinates in the multidimensional search space 
represent possible solutions to the optimization problem, where each 
particle is labelled with its position and velocity. The appropriate po
sition and velocity in the D-dimensional space for a particle i at iteration 
k are stated as follows: 

Xi,k = {Xi1,Xi2,⋯,XiD} (2)  

vi,k = {vi1, vi2,⋯, viD} (3)  

where vi,k and xi,k denote the velocity and position of the i-th particle at 
iteration k, respectively. The velocity of each particle varies in each 

Table 1 
Experimental tests results for the 49 fabricated circular tubes.  

Fabricated tubes Inputs Output 

Reference t (mm) d (mm) fy (MPa) E (MPa) Mu (kN⋅m) 

[42] 26.6 457 279 199,630 1442.1 
[42] 18.7 457 299 199,899 1237 
[42] 16.5 458 338 200,359 1198.1 
[42] 13.1 458 299 200,353 830.9 
[42] 9.9 458 294 200,590 562.9 
[42] 6.9 458 325 199,433 381.5 
[42] 6.1 456 314 200,909 346.6 
[42] 6.3 456 309 201,066 358.6 
[42] 12.9 610 314 200,080 1490.1 
[42] 6.8 610 373 201,196 810.4 
[42] 25.4 457 374 199,940 1892.7 
[42] 19.6 458 390 199,859 1408.6 
[42] 18.8 455 367 198,943 1391.7 
[42] 16.4 458 424 199,920 1302.9 
[42] 13.3 458 411 199,931 1111.5 
[42] 10 458 410 200,485 783.4 
[42] 6.8 458 434 199,501 538.8 
[42] 13.6 610 405 199,138 1729.7 
[42] 13.7 608 378 199,720 1828.2 
[42] 7 609 429 200,617 918.3 
[42] 9.9 608 401 200,251 1317.2 
[43] 14.9 273 290 210,000 306.1 
[43] 7.8 273 304 210,000 160 
[43] 5.6 273 405 210,000 150.9 
[43] 4.9 273 419 210,000 139.7 
[43] 3.5 273 287 210,000 64.7 
[43] 2.5 273 311 210,000 48.8 
[44] 1.9 109 269 210,000 7.1 
[44] 1.4 103 270 210,000 4.3 
[44] 1.1 105 270 210,000 3.2 
[44] 0.94 103 245 210,000 2.3 
[44] 0.76 104 267 210,000 1.6 
[44] 2.9 100 358 210,000 10.3 
[44] 2.3 125 359 210,000 12.2 
[44] 1.6 112 357 210,000 7.4 
[44] 0.99 89 370 210,000 2.7 
[44] 1.3 117 394 210,000 6.2 
[45] 5.9 273 380 210,000 167.2 
[45] 8.9 273 334 210,000 232.1 
[45] 6.6 406 342 210,000 385.7 
[45] 6.5 508 375 210,000 593.1 
[46] 3.9 114 308 210,000 15.4 
[46] 3.9 168 305 210,000 33.2 
[46] 4.8 168 368 210,000 48.3 
[46] 5.6 273 306 210,000 126.7 
[46] 6.4 324 377 210,000 248.9 
[46] 6.4 356 297 210,000 231.3 
[46] 6.3 406 309 210,000 297 
[46] 6.4 508 362 210,000 509.5  

Table 2 
Experimental tests results for the 55 cold-formed circular tubes.  

CF tubes Inputs Output 

Reference t (mm) d (mm) fy (MPa) E (MPa) Mu (kN⋅m) 

[47] 2.53 101.8 365 199,800 8.8 
[47] 2.6 88.6 432 209,500 8 
[47] 2.45 76.3 415 217,100 5.1 
[47] 3.35 89.3 412 217,900 9.9 
[47] 2.44 60.6 433 211,100 3.1 
[47] 3.24 76.2 456 211,100 7.6 
[47] 3.01 60.6 408 204,700 4.2 
[47] 1.98 33.6 442 204,200 0.8 
[47] 2.63 33.8 460 207,100 1.1 
[48] 1.1 110.1 408 190,900 3.9 
[48] 1 109.9 408 190,900 3.7 
[48] 0.9 109.7 408 190,900 3.4 
[48] 1.25 110.4 408 190,900 4.5 
[48] 1.7 98.6 410 212,300 5.8 
[48] 1.2 98.8 404 191,200 4.3 
[48] 1.4 99.2 404 191,200 4.9 
[48] 1.6 99.6 365 199,800 5.4 
[48] 1.8 100 365 199,800 5.3 
[48] 2.3 99.8 410 212,300 8.9 
[48] 2.4 87.3 412 217,900 5.7 
[48] 2.1 100.6 404 191,200 7.5 
[48] 2.44 101.8 365 200,000 8.7 
[48] 2.52 89.3 378 182,000 6.4 
[48] 2.17 76.3 415 217,000 4.7 
[48] 3.1 89.3 412 218,000 9.4 
[48] 2.23 60.7 433 211,000 3 
[48] 3.07 76.2 456 211,000 7.7 
[48] 2.9 60.7 408 205,000 3.7 
[48] 2.4 33.8 460 207,000 1.1 
[48] 2.44 101.8 365 200,000 8.4 
[48] 2.44 101.8 365 200,000 8.7 
[48] 2.52 89.3 378 182,000 6.7 
[48] 3.08 89.1 473 201,000 10 
[48] 2.29 60.2 407 211,000 3.3 
[48] 3.07 76.2 456 211,000 7.4 
[48] 2.95 60.37 413 196,000 4 
[48] 2.54 101.1 400 190,000 10.5 
[48] 2.52 89.3 378 182,000 7.2 
[48] 2.35 76.1 370 202,000 4.6 
[48] 3.08 89.1 473 201,000 10.6 
[48] 2.29 60.2 407 211,000 3.3 
[48] 3.13 75.9 402 198,000 6.7 
[48] 2.95 60.4 413 196,000 4.3 
[48] 2.52 89.3 378 182,000 7.3 
[48] 2.29 60.23 407 211,000 3.8 
[48] 2.95 60.4 413 196,000 4.6 
[48] 2.54 101.1 400 190,000 8.7 
[48] 2.52 89.3 378 182,000 6.4 
[48] 2.35 76.1 370 202,000 4.3 
[48] 3.08 89.1 473 201,000 9.8 
[48] 2.29 60.2 407 211,000 3.3 
[48] 3.13 75.9 402 198,000 5.9 
[48] 2.95 60.4 413 196,000 4.1 
[48] 2.52 89.3 378 182,000 6.2 
[48] 2.95 60.4 413 196,000 4  
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iteration according to the equation below: 

vi,k+1 = χ*
(
(vi,k + c1r1

(
pbesti,k − xi,k

)
+ c2r2

(
gbestk − xi,k

) )
(4)  

where pbestD,k signifies the i-th particle’s best position at the k-th iter
ation;gbestk denotes the best position in the entire swarm, while c1 and c2 
represent positive acceleration constants and r1, r2 uniformly distributed 
random numbers in the range [0, 1]. χ is known as the convergence 
factor, which is computed as follows: 

χ =
2

⃒
⃒
⃒2 − θ −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
θ2 − 4θ

√ ⃒
⃒
⃒

(5)  

with θ = c1 + c2 > 4. Commonly, θ is equal to 4.1, and as a result χ =
0.729. Then, each particle changes its position according to the 
following equation: 

Xi,k+1 = Xi,k + vi,k+1 (6) 

The optimal best position for the i-th particle and the best swarm 
individual are changed at (k + 1)-th iteration based on the minimization 
of the objective function f, throughout the PSO search process, as 
follows: 

pbesti,k+1 =

{
pbesti,k, if f

(
pbesti,k

)
⩽f

(
Xi,k+1

)

Xi,k+1, otherwise (7)  

gbestk+1 = min
{

f
(
pbesti,k+1

) }
(8) 

In this paper, PSO is used to determine the optimal combination RF 
parameters (i.e. n estimators, min samples split, and max depth). Fig. 3 
depicts the framework of the proposed RF-PSO model. 

3.2.2. Ant colony optimization (ACO) 
ACO is a nature inspired algorithm proposed by Dorigo and Gam

bardella [54,55] to solve discrete optimization problems. The algorithm 
was inspired by the behavior of ants while searching for food. Ants de
posit pheromone in varying amounts depending on the quality of food 
and the path used to get it. ACO has been expanded to continuous do
mains with a new version using an improved pheromone concept [56]. 
The first phase in ACO is to generate m ants that represent potential 
solutions and assess the created ants using the fitness function. There
after, the ants are sorted from best to worst in terms of fitness function 
performance under what is called, solution archive, where the archive 
solutions are assigned weight values (wi, where i denotes the i-th ant) 
[57]. As a result, the following Gaussian function is used: 

wi∝
1
̅̅̅̅̅
2π

√
αm

exp

[

−
1
2

(
i − 1
αm

)2
]

(8)  

where 
∑m

i=1wi = 1, which denotes the mean, where α is ACO parameter 
and m is the ants number. Thus, the Gaussian mixture is utilized that is 
defined as follows [58]: 

Gl(X[l] ) =
∑m

i=1
wiN(X[l]; μi[l], σi[l] ) (9) 

Table 3 
Statistical quantities of the fabricated circular tubes test results.  

Data sets Statistics Inputs Output 

t 
(mm) 

d (mm) fy 

(MPa) 
E (MPa) Mu 

(kN⋅m) 

Fabricated 
tubes 

MIN  0.76 89 245 198,943  1.6 
MAX  26.6 610 434 210,000  1892.7 
RNG  25.84 521 189 11,057  1891.1 
MEAN  7.87 344.58 344.29 205878.96  526.15 
SD  5.64 171.05 49.95 4863.52  563.56  

Cold-form 
tubes 

MIN  0.9 33.6 365 182,000  0.8 
MAX  3.35 110.4 473 218,000  10.6 
RNG  2.45 76.8 108 36,000  9.8 
MEAN  2.43 80.99 409.69 200759.26  5.78 
SD  0.61 20.14 29.54 10646.68  2.48  

Overall 
data sets 

MIN  0.76 33.6 245 182,000  0.8 
MAX  26.6 610 473 218,000  1892.7 
RNG  25.84 576.4 228 36,000  1891.9 
MEAN  5.17 206.47 377.82 203102.12  259.79 
SD  5.24 177.60 52.51 8707.69  480.63  

Fig. 2. Correlation matrix of the input and output parameters of the data sets.  
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N(X; μ, σ) = 1̅̅̅
̅̅

2π
√

σ
exp

[

−
1
2

(
X − 1

σ

)2
]

(10)  

where l denotes the decision variable, while X[l] denotes the l-th 
element of X. Thereafter the mean and standard deviation the Gaussian 
mixture are calculated as follows: 

μi[l] = Xi[l] (11)  

σi[l] =
δ

m − 1
∑m

i′ =1

[Xi[l] − Xi′ [l] ] (12) 

Note that δ is a positive parameter to balance the exploitation and 
exploration phases. A specific number (n) of offspring are acquired by 
sampling according to the earlier archive. Using these offspring and the 
predetermined number of fittest solutions, a new archive is created. The 
problem’s best solution is indicated using the best archive element. 
These phases of searching are iterated until a predetermined termination 
criterion is met. ACO is coupled with RF model in order to compute its 
performance parameters. Fig. 3 displays the suggested RF-ACO model’s 
framework. 

3.2.3. Whale optimization algorithm (WOA) 
WOA is a newly developed global optimization algorithm by Mirjalili 

and Lewis [59] that was inspired by the hunting behavior of humpback 
whales which surround their prey with a spiral bubble-net feeding ma
neuver. The first stage in WOA is to generate a random set of solutions 
and evaluate the fitness function. The positions of the agents are then 
repeatedly updated based on the best agent, given some specified re
quirements. The following equation governs the position update process 
[60]: 

X→(k + 1) =
{

X→
*
(k) − A→.D→ if p < 0.5

D’̅→
eblcos(2πk) + X→

*
(k) ifp ≥ 0.5

(13)  

where k denotes the current iteration and p is a random number in the 

range [0,1] indicating the chance of shape’s position updating (i.e. 50 % 

circular and 50 % spiral). D
′

̅→
represents the distance vector between the 

i-th whale (i.e. agent) and the prey X*
̅→

(i.e. best solutions vector), i.e. 

D′
̅→

=

⃒
⃒
⃒ X*
̅→

(k) − X→(k)
⃒
⃒
⃒. b is a constant used to define the spiral shape, 

while l is a random number in the range [− 1, 1]. The vectors D→ and A→

are computed as follows: 

D→=

⃒
⃒
⃒C→. X*

̅→
(k) − X→(k)

⃒
⃒
⃒ (14)  

A→= 2 a→.r − a→ (15)  

where C→ = 2 r→, where a→ is a vector that drops linearly from 2 to 
0 during the distance course, r→ represents a random vector in the range 
[0, 1]. In the above formulas, the ⋅ symbol means an element-by-element 
multiplication of the vectors. Meanwhile, A→ must be in the interval 
[− 1,1], otherwise, if A→ is outside of this interval, the position is updated 
in a circular-based shape on a randomly selected individual Xrand

̅̅̅→
(k) as 

indicated in the following expression: 

X→(k + 1) = Xrand
̅̅→

(k) − A→.D→ (16) 

The first component of Eq. (13) depicts the adaptation of the encir
cling process in WOA, whereas the second component of Eq. (13) mimics 
the bubble-net approach. Because the exploration and exploitation 
phases are the two fundamental processes of any population-based al
gorithm, an equal probability p is assumed for both phases and guar
anteed by fine-tuning the parameters a and c. 

After the coordinates updating, the fitness function is evaluated 
again, and X*(k + 1) is updated if the optimal solution surpasses the 
previous one X*(k). Finally, this procedure is iterated until a pre
determined termination criterion is met. Similar to the previous nature 
inspired algorithms, WOA is used to automatically select the optimal RF 
parameters, whereas the suggested RF-WOA framework is depicted in 
Fig. 3. 

Fig. 3. Framework of the proposed optimized random forest using nature inspired algorithms.  
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3.3. Implementation methodology 

3.3.1. Modeling process 
Fig. 4 depicts the implementation methodology of the modeling 

process used in the study, where three major stages are taken to produce 
the primary conclusions based on the constructed RF-based models. 
These stages are outlined below: 

3.3.1.1. Data preparation and analysis. This phase comprises the data 
collection and the pre-analysis performed in Section 2. It is critical to 
compile a solid database with no missing data. Furthermore, the data
base should be separated into two parts: the training set for developing 
the hybrid RF-models and the testing set for the validation of the results. 
Due to the lack of a precise definition for the splitting percentage be
tween the training and testing sets, a trial-and-error technique is used. 
This approach entails experimenting with several splitting schemes and 
then analyzing the performance of the models based on the results, to 
choose the optimal splitting based on the statistical criteria mentioned in 
Section 3.3.2. Three distinct random splitting techniques are suggested 
as 90–10 %, 80–20 % and 70–30 % for the training and testing sets, 
respectively. 

3.3.1.2. Development of RF-models. After constructing the training and 
testing data sets based on the previous random splits, the modeling 
procedure begins as described in Section 3.2. Noting that the trial-and- 

error method is also employed for the standalone RF model. As a result, 
the n-estimators = 200, min samples split = 4, and max depth = 8 
hyperparameters have been chosen for the standalone RF. However, 
prior to executing the constructed RF-models, the control parameters of 
the nature-inspired algorithms have to be chosen. Table 4 lists the 
control parameters that were considered for the three nature-inspired 
algorithms used, i.e., PSO, ACO and WOA. Furthermore, the fitness 

Fig. 4. Proposed framework for modeling the ultimate bending capacity in steel circular tubes.  

Table 4 
The utilized control parameters of the three nature inspired algorithms.  

Algorithm Parameter Value 

PSO Number of particles 50 
c1, c2 2.05 
χ 0.729 
Maximum number of iterations 100  

ACO Population size 50 
Archive Size 50 
Selection probability 0.5 
Maximum number of iterations 100  

WOA Number of whales 50 
a 2 to 0 (decreasing) 
r [0, 1] 
Maximum number of iterations 100  
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function used throughout the optimization process is expressed mathe
matically as follows: 

min f =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Ei − Pi)

2

√

(17)  

where n is the number of samples utilized in the training sets, and Ei and 
Pi denote the experimental (ground truth values) and predicted values 
obtained throughout the training process. 

3.3.1.3. Analysis of the results. The results of the RF-models will be 
compared to the actual experimental values using various statistical 
assessment criteria, which are described in the following section. In 
addition, several graphical analyses are carried out to clearly demon
strate the RF-models’ effectiveness and performance. At the outset, the 
primary purpose is to explore the impact of data set splitting on the 
performance of RF-models. The optimal data set splitting and the RF- 
model with the highest performance may then be derived based on 
the findings of this stage. 

3.3.1.4. Comparative analysis. The ultimate pure bending database is 
separated into two datasets: ultimate bending for cold-formed tubes (49 
data sets) and fabricated tubes (55 data sets), which are then split into 
training and testing data sets based on the selected splitting scheme. The 
top performing RF-model is then utilized to model each of the datasets, 
and the results are compared to the previously established standards and 
the artificial neural network (ANN). Finally, the relevancy factor is used 
to analyze the impact of each variable on the prediction outcomes. 

3.3.2. Performance analysis criteria 
Different statistical assessment criteria and graphical error analysis 

were used to compare the performances of the proposed RF, RF-PSO, RF- 
ACO and RF-WOA models. Table 5 summarizes the mathematical de
scriptions of the statistical assessment criteria used in this study. It is 
worth noting that, when compared to the other models’ performance, 
the model with the highest efficiency and accuracy should have values of 
RMSE, MAE closest to zero, CI and R values closest to the unit, and the 
lowest values of U95 and PI. 

4. Results and discussion 

This study primarily analyzed and compared the prediction perfor
mance of three hybrid RF-models, namely RF-PSO, RF-ACO, and RF- 
WOA, based on experimental databases during the training and testing 
phases in order to investigate an intelligent prediction model that is 
more suitable for practical engineering problems such as modeling the 
ultimate bending capacity of circular tubes. Furthermore, the compari
son procedure includes the performance of a regular (unoptimized) RF 
model to investigate the effect of the suggested meta-heuristic algo
rithms, PSO, ACO, and WOA on the RF prediction performance. The 
outcomes and discussions from the comparison procedure are provided 
in the sections that follow. 

4.1. Analysis of prediction performance 

During the training and testing phases of the RF-models, each hybrid 
model can acquire three alternative results based on the selected split
ting scheme as 90–10 %, 80–20 %, and 70–30 %, between training and 
testing data, respectively. The modeling strategy mentioned in Section 
3.3 and depicted in Fig. 4 is employed, while results are used in this 
study to compare the hybrid RF-model’s performance. Table 6 shows the 
performance of the RF-PSO, RF-ACO, and RF-WOA models, as well as the 
regular RF model, for the prediction of the ultimate pure bending ca
pacity of circular steel tubes utilizing the three schemes for data splitting 
throughout the training and testing phases. As mentioned in Section 3.2, 
evaluation of the results comprise seven metrics: RMSE, MAE, U95, R2, 
CI, NSE, and d. 

According to the results shown in Table 6, it is clear that by using any 
of the three examined meta-heuristic algorithms (PSO, ACO or WOA) for 
RF optimizing, the values of all statistical indicators were better than the 
ones of unoptimzed RF, for any of the three splitting schemes. Thus, it is 
demonstrated that RF-PSO, RF-ACO, and RF-WOA can achieve higher 
prediction accuracy while also being more feasible and reliable models 
in processing datasets and applying them to engineering applications, in 
comparison to the unoptimized RF basic prediction. 

Based on the results presented in Table 6, a trend in the performance 
of RF-models was seen utilizing all the three splitting schemes. The RF- 
WOA model clearly outperforms the RF-PSO and RF-ACO models during 
both stages (Training and testing). Specifically, when the second 

Table 5 
Statistical assessment criteria for the performance analysis.  

Statistical index Abbreviation Mathematical formulation 

Root mean squared error RMSE ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Ei − Pi)

2
√

Mean absolute error MAE 1
n
∑n

i=1
|Ei − Pi|

Confidence Index CI CI = WI× NSEwhere:  

NSE = 1 −

∑n
i=1

(Ei − Pi)
2

∑n
i=1

(Ei − E)2

− ∞ ≤ NSE ≤ 1

d = 1 −

∑n
i=1

(Ei − Pi)
2

∑n
i=1

(|Pi − E| + |Ei − E| )2

0 ≤ d ≤ 1 
Determination Coefficient R2 

R2 =

∑n
i=1(Pi − P)(Ei − E)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Pi − P)2
.
∑n

i=1(Ei − E)2
√

Uncertainty at 95 % U95 1.96
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
SD2 + RMSE2

√

Performance index PI 1
7

(
RMSEmodel

RMSEmax
+

MAEmodel

MAEmax
+

U95model

U95max
+

R2
min

R2model
+

NSEmin

NSEmodel
+

WImin

WImodel
+

CImin

CImodel

)

Ei: Experimental value of the i-th ultimate bending moment (kN•m). 
Pi: Predicted value of the i-th ultimate bending moment (kN•m). 
E: Average value of the ultimate bending moment (kN•m). 
n: Sample’s number (i.e. training and testing phases).  
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scenario (80–20 %) is used for the model construction, the scores of all 
indicators provided by RF-WOA are the highest in the training and test 
phases. Notably, during the training phase, RF-WOA produced an R2 =

0.99, RMSE = 44.87 kN•m and U95 = 89.44, while during the testing 
phase the corresponding results were R2 = 0.98; RMSE = 93.09 kN•m 
and U95 = 185.19, demonstrating the strong ability to properly predict 
the final pure bending capacity of circular steel tubes. The results of the 
RF-ACO model were slightly better than those of the RF-PSO models, 
with a difference of 11.55 % and 10.11 % in terms of RMSE, 10.32 % and 
11.75 % in terms of U95, and 1.51 % and 1.82 % in terms of R2 in the 
training and testing phases, respectively. 

Obviously, the situation is different in the case of the three splitting 
schemes, where the obtained results of the RF-models vary from case to 
case and from training to testing phases. Due to the usage of the majority 
of the data in the model’s development during the training phase, the 
90–10 % scenario was able to create the RF-models with the highest 
performance throughout the training phase (90 %, i.e., 94 samples). 
However, among the other splitting schemes, the results obtained during 
the testing phase are the lowest. On the other hand, employing 70 % of 
the data for training the RF-models results in the lowest performance, as 
shown in Table 6 based on the error metrics. It can be noted that training 
the RF-models with only 80 % of the data yields results that are roughly 
comparable to the 90 % situation. The best testing results vary 
depending on the RF-model employed and the 20 % and 30 % data set 
scenarios for evaluating and developing the hybrid RF-models. As a 
result, employing diverse measuring indicators (e.g., seven metrics) 

cannot offer a reliable judgment on the best splitting to take for the 
hybrid RF-models development. As a consequence, adopting a global 
statistical indicator is more appropriate for providing overall findings. 

Fig. 5 shows the performance index (PI) results for the hybrid RF- 
models during the training and testing phases. The better the model, 
the lower the value of PI in general. When these data are compared, it is 
clear that the 90 % and 80 % cases offer the best outcomes during the 
training phase, while the 70 % and 80 % cases provide the best results 
during the testing phase. It was also discovered that employing 80–20 % 
with the RF-WOA produced the best overall performance for predicting 
the ultimate pure pending of circular steel tubes, with PI values of 
0.6886 and 0.7698 for the training and testing phases, respectively. 

4.2. Graphical and uncertainty analysis 

The cross-plot diagrams of the measured versus predicted values of 
the ultimate pure bending capacity for circular steel tubes throughout 
the training and testing stages are displayed in Fig. 6, to further analyze 
the performance differences between the RF model and the three hybrid 
RF-models. In these figures, the R2 values for each RF-model are pro
vided, as well as the linear connection between the measured and pre
dicted values, indicated by the dashed black line (e.g., Y = aX + b, where 
a = 1 and b = 0 for perfect agreement). According to the graphical 
findings in Fig. 6, applying meta-heuristic algorithms greatly improves 
the performance of the unoptimized RF-model, with an improvement 
rate of 5.5 %, 6.6 %, and 8.8 % using PSO, ACO, and WOA, respectively. 

Table 6 
Values of comparative statistical error metrics derived from predictive RF-models.    

Training phase Testing phase 

Splitting (%) Comparative criteria RF RF-PSO RF-WOA RF-ACO RF RF-PSO RF-WOA RF-ACO 

90 %–10 % RMSE  126.8271  88.5974  43.5959  64.0140  274.7804  247.1491  199.3295  222.3227 
MAE  60.4788  43.0566  22.5210  29.1317  113.4726  104.2755  86.9375  95.0216 
U95  248.5859  174.4521  86.8547  127.0899  557.6277  502.2509  407.9945  453.3817 
CI  0.6589  0.6908  0.7357  0.7199  0.5893  0.6198  0.6661  0.6445 
R2  0.9311  0.9727  0.9915  0.9827  0.8221  0.8554  0.9047  0.8821 
NSE  0.9233  0.9626  0.9909  0.9805  0.8129  0.8486  0.9016  0.8775 
d  0.7137  0.7177  0.7424  0.7342  0.7249  0.7303  0.7388  0.7345  

80 %–20 % RMSE  132.7186  96.3956  44.8697  85.2577  217.5238  148.0406  93.0851  133.0691 
MAE  53.4236  38.3015  18.8903  32.7959  129.9829  80.7966  47.2865  58.6252 
U95  260.0740  185.6916  89.4399  166.5307  432.8958  298.2446  185.1917  263.2051 
CI  0.6779  0.6801  0.7290  0.6836  0.6547  0.6871  0.7166  0.6884 
R2  0.9121  0.9638  0.9913  0.9784  0.8824  0.9392  0.9784  0.9563 
NSE  0.9071  0.9510  0.9894  0.9616  0.8677  0.9387  0.9758  0.9505 
d  0.7474  0.7151  0.7369  0.7109  0.7546  0.7320  0.7344  0.7243  

70 %–30 % RMSE  198.4435  177.8823  141.5637  150.0108  115.7638  102.4263  94.3032  98.2099 
MAE  97.8762  87.7603  60.4666  60.2219  51.3355  53.2185  40.6738  44.3155 
U95  388.4130  345.4341  274.9827  292.9715  231.5674  203.6119  187.5606  196.5091 
CI  0.5964  0.6137  0.6501  0.6455  0.5911  0.5987  0.6709  0.6353 
R2  0.8734  0.9102  0.9511  0.9378  0.8313  0.8836  0.9280  0.9017 
NSE  0.8604  0.8878  0.9289  0.9202  0.8312  0.8678  0.9254  0.8963 
d  0.6932  0.6913  0.6998  0.7015  0.7111  0.6898  0.7249  0.7088  

Fig. 5. PI predictive values versus data set splitting using the RF-models.  
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Overall, all of the RF, RF-PSO, RF-ACO, and RF-ACO predictive models 
performed well; however, the RF-WOA model displayed superior 
generalization capabilities. 

The predicted to measured (P/E) ratio is used to highlight the un
certainty resulted by the training and testing phases throughout the 
modeling process. In Fig. 7, the predicted to measured (P/E) ratios using 
the results of the RF-models are presented, with each subfigure reporting 
the mean and standard deviation for each phase. The closer the mean 
values are to the unit, the lower the supplied uncertainties, and the 
closer the standard deviation (SD) values are to 0, the lower the data 
dispersion. It can be observed that the RF-WOA model has the lowest 
mean and SD values, with an overall mean of 1.447 and SD of 1.269, 
followed by the RF-ACO (MEAN = 1.522 and SD = 1.407) and RF-PSO 
(MEAN = 1.461 and SD = 1.694) models. The unoptimized RF-model 

produces the poorest results, with a mean of 1.618 and a standard de
viation of 1.728. As a result, it is possible to infer that the WOA meta- 
heuristic algorithm is capable of providing the optimal search process 
for the RF control parameters in order to generalize its performance and 
improve its prediction capabilities. 

4.3. Comparative analysis of the RF-WOA model 

Based on the results shown above, the RF-WOA model demonstrated 
the highest accuracy and efficiency for estimating the ultimate pure 
bending capacity using the database specified in Section 2. Therefore, 
the RF-WOA model is utilized to predict the ultimate pure bending ca
pacity of the cold-formed and fabricated tubes independently. As a 
result, the database is divided into two sections: cold formed tubes 

Fig. 6. Measured versus predicted ultimate pure bending values using the hybrid RF-models.  

Fig. 7. Predicted to measured (P/E) ratios using the hybrid RF-models.  
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datasets and fabricated tubes datasets, as explained in details in Section 
2. The RF-WOA model is then utilized to estimate each data set. It is 
worth noting that for each data set, an 80–20 % random division is 
employed. Fig. 8 depicts the cross-plot diagrams for the cold form and 
manufactured-fabricated- tubes in the training and testing stages, 
similar to Fig. 6, and the R2 values are presented for each phase. Clearly, 
the RF-WOA achieves strong prediction results for both databases, with 
an R2 value of 0.98 for cold formed tubes and 0.97 for manufactured 
tubes. It is worth noting that the performance of the RF-WOA model in 
the training phase was similar to that in the testing phase, showing the 
suggested hybrid RF-strong model’s skill in sketching the ultimate 
bending behavior based on the available databases. 

Examining the performance accuracy of the suggested hybrid RF- 
model (i.e. RF-WOA) against the existing standards and AI-models in 
the literatures is just as crucial as demonstrating prediction improve
ments. To evaluate the performance of the RF-WOA against the ANN, 
AISC, AS4100, AS/NZS 4600, and Eurocode 3 models, the normalized 
mean absolute error, NMAE (NMAE = MAE

E
) and normalized root mean 

squared error, NRMSE (NRMSE = RMSE
E

) are used. The model with the 
lowest NMAE and NRMSE scores is the one with the highest perfor
mance. Fig. 9 depicts the NMAE and NRMSE results for the cold-form 
and fabricated tubes. It should be noted that the results of the other 
models are derived from [32]. The suggested RF-WOA model clearly has 
the lowest NMAE and NRMSE values for both types of circular steel 
tubes, showing the strongest performance among the other models. For 
the cold form and fabricated tube data sets, the RF-WOA provides NMAE 
= 0.05 and 0.15, and NMRSE = 0.06 and 0.25, respectively. 

Another difference is that the RF-WOA performance on cold-form 
datasets is slightly better than the one on fabricated datasets, which 
may be due to the fact that the cold-form database (i.e. 55 data points) is 
slightly larger than the fabricated database (i.e. 49 data points). Another 
finding is that the datasets in the cold-form tubes database are more 
closely scaled in term of the input and output variables than those in the 
fabricated tubes database. 

4.4. Sensitivity analysis 

As the database used in this study comprises actual experimental 
data sets, each of the four input parameters has a different impact on 
determining the ultimate pure bending capacity of circular steel tubes. 
Comparing these input variables, some had a significant influence on the 
prediction findings. It is crucial to explore the link between various 
features and final ultimate bending strength. As a result, in order to offer 
a preliminary explanation of the prediction process, it is critical to 
explore the link between these features and ultimate bending capacity (i. 
e. target output), as well as to establish the order of significance of these 
characteristics. In this study, the hybrid RF-WOA model’s important 
order chart based on the relevancy factor (r), expressed in Eq. (18), is 
chosen to depict the importance order of the input variables for the 
prediction of the ultimate bending capacity of circular steel tubes [61]. 

r
(
Ij,O

)
=

∑n
i=1

(
Ij,i − Ij

)
(Oi − O)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(
Ij,i − Ij

)2 ∑n

i=1
(Oi − O)

2
√ (18)  

where Ij is the j-th model inputs. Ij and Ij,i represent Ij average value and 
j-th input value, respectively. O, O represent the estimated value and its 
average, respectively. A high r value given by a particular input 
parameter implies a greater influence on the ultimate bending capacity, 
while the r sign reflects the proportionality between the input variables 
and ultimate bending capacity. Fig. 10 illustrates the r values reflecting 
the relevance of the input variable derived from the RF-WOA hybrid 
prediction utilizing the overall, cold-from tubes, and fabricated tubes 
databases. It can be shown that various data portions result in varied r 
values, however the wall-thickness and diameters are the main influ
ential parameters in all situations. Because of the stability of the values 
of the variables, as mentioned in Section 2, the Young’s modulus has low 
influence on the eventual outcome. The rationale for the large r values of 
E for the constructed tube data sets is due to the input and output var
iable scale. This result is consistent with previous experimental studies 
in this regard [62–64], but it is subject to variation if a larger database 
with more input variables and more simulation and experimental results 
is used, because the used database is limited to 104 samples. 

5. Conclusions 

Due to the intricacy of the behavior of circular steel tubes exposed to 
pure bending, accurately measuring the ultimate bending capacity has 
always been critical for maintaining structural safety. In this work, three 
nature-inspired algorithms, namely PSO, ACO, and WOA were employed 
to optimize the parameters of the Random Forest model in order to 
identify more plausible parameter combinations. To that goal, a large 
database of experimental tests collected from both manufactured (i.e. 
fabricated) and cold-form steel tubes was used to correctly determine 
the ultimate pure bending capacity. To compare the efficiency of nature- 
inspired algorithms, the same population size (i.e. 50) and number of 
iterations (i.e. 50) were assigned to each method. Then, during the 
training and testing phases of the hybrid RF-models, three distinct 
splitting schemes were investigated: 90–10 %, 80–20 %, and 70–30 % to 
demonstrate the random splitting impact on model performance and to 
choose the ideal splitting scheme. In addition, the performance of the 
hybrid RF-models described in this study is determined using eight 
statistical measures and various graphical illustrations. Based on the 
findings of the study, the following are the key conclusions:  

• According to the results, the hybrid RF-based models outperformed 
the single RF model during both phases of training and testing.  

• Based on the usage of multiple performance indicators, notably the 
Performance Index (PI), the 80–20 % scheme revealed the ideal 
splitting size for training and testing the hybrid RF-Models, with PI 
= 0.6886 for the training and PI = 0.7698 for the testing sets, 
respectively. 

Fig. 8. Measured versus predicted ultimate pure bending capacity values for cold-formed and fabricated tubes using RF-WOA model.  
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• When the hybrid RF-models were compared, the RF-WOA model 
clearly outperformed the others in predicting the ultimate pure 
bending capacity. The RF-WOA model, in particular, produced the 
highest R2 values (R2

Train = 0.9913 and R2
Train = 0.9784) and the 

lowest RMSE values (RMSEtrain = 44.87kN.m and RMSEtrain =

93.09kN.m).  
• According to the NMAE and NRMSE findings, the RF-WO model is 

assessed to be superior to pre-existing models employed for modeling 
the ultimate bending capacity, for both the cold-form and manu
factured tubes (Cold form tubes: NMAE = 0.05, NRMSE = 0.06; 
Fabricated tubes: NMAE = 0.15, NRMSE = 0.25).  

• In addition, the relevance order of the input variables is established 
based on the relevancy factor (r), which may directly show the links 
between the input variables and the ultimate bending capacity. Ac
cording to the findings, the wall thickness and diameter have the 
largest influence on the final bending capacity of circular steel tubes. 

The results obtained with the proposed hybrid-framework are very 
satisfactory. The current study, however, covers a relatively small 
database, which should be expanded using more experimental tests and 
numerical simulation, for further enhancement. Furthermore, future 
research should look into the relationship between the ultimate bending 
capacity and ovalization data. In terms of modeling, the proposed RF- 
WOA model can be an effective tool for modeling the ultimate 
bending capacity, which can then be compared to deep learning tech
niques in future studies. 
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