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A B S T R A C T

In this work, we tackle the problem of machine reading comprehension (MRC) on the Holy
Qur’an to address the lack of Arabic datasets and systems for this important task. We construct
QRCD as the first Qur’anic Reading Comprehension Dataset, composed of 1,337 question-
passage-answer triplets for 1,093 question-passage pairs, of which 14% are multi-answer
questions. We then introduce CLassical-AraBERT (CL-AraBERT for short), a new AraBERT-
based pre-trained model, which is further pre-trained on about 1.0B-word Classical Arabic (CA)
dataset, to complement the Modern Standard Arabic (MSA) resources used in pre-training the
initial model, and make it a better fit for the task. Finally, we leverage cross-lingual transfer
learning from MSA to CA, and fine-tune CL-AraBERT as a reader using two MSA-based MRC
datasets followed by our QRCD dataset to constitute the first (to the best of our knowledge)
MRC system on the Holy Qur’an. To evaluate our system, we introduce Partial Average
Precision (𝑝𝐴𝑃 ) as an adapted version of the traditional rank-based Average Precision measure,
which integrates partial matching in the evaluation over multi-answer and single-answer MSA
questions. Adopting two experimental evaluation setups (hold-out and cross validation (CV)),
we empirically show that the fine-tuned CL-AraBERT reader model significantly outperforms
the baseline fine-tuned AraBERT reader model by 6.12 and 3.75 points in 𝑝𝐴𝑃 scores, in the
hold-out and CV setups, respectively. To promote further research on this task and other related
tasks on Qur’an and Classical Arabic text, we make both the QRCD dataset and the pre-trained
CL-AraBERT model publicly available.

. Introduction

Since its inception in the 1970s, reading comprehension was perceived as the ideal apparatus to evaluate the task of language
nderstanding by computer systems (Chen, 2018). Given a passage of text, a machine reading comprehension (MRC) system should
ead this passage and answer comprehension questions about it Chen (2018). After being dormant for decades, the MRC field
itnessed a resurgence that was mainly attributed to the development of large reading comprehension datasets (Joshi, Choi, Weld,
Zettlemoyer, 2017; Lai, Xie, Liu, Yang, & Hovy, 2017; Rajpurkar, Zhang, Lopyrev, & Liang, 2016), which enabled the training of

eep learning neural MRC systems. These datasets are readily suitable for MRC tasks because each question-answer pair is coupled
ith the passage(s) or document to which the answer was extracted/generated from. As such, they include tuples of question-
assage-answer triplets (Chen, 2018). Moreover, the advent and phenomenal success of transformer-based pre-trained language
odels, e.g., BERT (Devlin, Chang, Lee, & Toutanova, 2019), RoBERTa (Liu et al., 2020) and XLNet (Yang et al., 2019), have

urther escalated the rate at which the field of neural MRC was progressing.
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Fig. 1. Example MRC questions and answers. (a) A non-factoid single-answer question with an evidence-based answer that is a single span of text. (b) A
on-factoid multi-answer question with two evidence-based answers (spans). It also showcases the MSA-to-CA gap, where the first answer includes the word

‘ta’erahu’’ which means ‘‘his bird’’ in MSA, while in Qur’anic CA, it means ‘‘his deeds and their implications on his happiness or misery’’. (c) A factoid
ingle-answer question whose answer showcases a relatively long anaphoric-structure. Text highlighted in blue is the reference expression to the preceding
ntecedent (answer) highlighted in yellow. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
rticle.)

Interestingly, the perception towards the task has evolved from being a question answering (QA) task over a closed piece of
ext into an integral component of modern AI systems, e.g., the Retriever-Reader open-domain QA (Chen, Fisch, Weston, & Bordes,
017; Clark & Gardner, 2018; Yang et al., 2019; Zhu et al., 2021) and conversational QA (Choi et al., 2018; Yatskar, 2019). This
s not to demote the importance of reading comprehension in closed settings (over a given text), where the systems are relieved
rom the task of passage retrieval to purely focus on inference and reasoning for answer extraction (Peñas et al., 2013) or answer
eneration (Baradaran, Ghiasi, & Amirkhani, 2020; Kočiský et al., 2018).

Among the main challenges hindering the progress of Arabic MRC (in comparison to English MRC) is the scarcity of large MRC
datasets in Arabic, except for a few large and moderately sized ones, e.g., the Arabic SQuAD and ARCD (Mozannar, Maamary,
El Hajal, & Hajj, 2019), and the DAWQAS dataset (Ismail & Homsi, 2018). Interestingly, all those MRC datasets are in Modern
Standard Arabic (MSA). To the best of our knowledge of the literature, there are neither extractive1 MRC datasets nor systems that
tackle the Qur’anic Classical Arabic (CA), in which the Holy Qur’an is written (though there are several search tools and QA systems).
Revealed fourteen centuries ago, the Qur’an is sacredly held by more than 1.8B Muslims across the world.2 It is composed of 114
chapters (Suras) and 6236 verses that comprise more than 80k words in Classical Arabic (Bashir et al., 2021). Being the main source
of teachings, knowledge, and legislation in Islam, the Holy Qur’an is sought and explored by Muslims and non-Muslims, looking for
answers to their questions out of religiosity, curiosity, or skepticism (Malhas & Elsayed, 2020). With the recent resurgence of the
MRC field and the permanent interest in Qur’an, there is a clear need for building MRC systems for the Qur’an.

In this work, we address the problem of MRC on the Holy Qur’an. The problem is defined as follows: given a Qur’anic passage
𝑝 and a question posed in MSA 𝑞, an extractive MRC system 𝑆 should extract and return the answer(s) 𝑅 to the given question

1 Extractive MRC refers to the task of span prediction, where the answer is a specific span of text that is extracted (rather than generated) from a passage
accompanying a question (Baradaran et al., 2020; Zhu et al., 2021).

2 https://en.wikipedia.org/wiki/Islam_by_country.
2
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Fig. 2. Examples of the non-conformity of the Qur’an orthography to Classical Arabic. In (a) and (b), we exhibit two verses showing words whose ‘‘dagger alif’’
(or ‘‘alif khanjariyah’’) replace the traditional long vowel ‘‘alif’’. In some cases, the same word (e.g. the word ‘‘Qur’an’’ in green) may appear in different verses
using either one of the ‘‘alif’’ forms. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

𝑞 from the accompanying passage 𝑝. An answer 𝑟 is a span of text extracted from the passage 𝑝, denoted as an ‘‘answer span’’.
Fig. 1 illustrates the task of MRC on the Holy Qur’an using three different examples of question-passage pairs along with their
answers. Since a question might generally have multiple answers in the passage (such as the question in Fig. 1-(b)), the system
should return a list of predicted answers; the list should be ranked so that the user (who asked the question) can intuitively check
the top (potentially correct) answers before moving down the list. Therefore, the predicted answers 𝑅 that the system 𝑆 returns is
expected to be a ranked list of answers. The question can be factoid or non-factoid. Factoid questions mainly include ‘‘who’’, ‘‘when’’,
‘‘where’’ and ‘‘how long/many’’ questions, while non-factoid questions mainly include ‘‘why’’, ‘‘describe’’, and ‘‘evidence’’ questions.3
Broadly, questions are categorized into two abstract types: single-answer and multi-answer questions. A single-answer question has
only one answer span as shown in Fig. 1-(a) and (c). Whereas, a multi-answer question may have two or more different answer spans
(in distant or contiguous verses) in the accompanying Qur’anic passage. Each answer span represents an answer component that
may answer the question (fully or partially), as shown in Fig. 1-(b). In general, due to the literary style of Qur’anic text, answers to
non-factoid questions are mostly evidence-based (Fig. 1-(a) and (b)), while answers to factoid questions are likely to require some
form of coreference resolution (Fig. 1-(c)). Consequently, our MRC task on the Qur’an requires multi-verse reasoning.4

Qur’anic CA text has its own set of challenges to Natural Language Processing (NLP) tasks (including MRC). The Holy Qur’an
is a phenomenal collection that is characterized with its long-chained anaphoric structures across the verses of the same chapter
(Fig. 1-(c)). Other than the titles of chapters, the Qur’an has no subtitles, which makes the topology of its diverse topics quite
challenging. Each chapter may tackle several topics, and each verse may relate to more than one topic. Furthermore, the same topic
may be addressed in many different chapters/verses, but in variant contexts (Malhas & Elsayed, 2020); we denote this feature by
‘‘unstructured topic diversity’’. Moreover, it is of paramount importance for the MRC task to address the challenge of bridging the gap
between the questions being in MSA and the answers being in Qur’anic CA; we denote this gap by the ‘‘MSA-to-CA gap’’ (Fig. 1-(b)
presents an example of such gap). The latter challenge is further compounded due to the rather sporadic non-conformity of the Holy
Qur’an’s Uthmani orthography5 to Classical Arabic (as shown in Fig. 2), which is an open issue in Qur’anic NLP research (Bashir
et al., 2021).

Although CA and MSA share the same morphology and syntax characteristics, they mainly differ in lexis, where contemporary
western words found their way into MSA and obsolete words were dropped (Newman, 2013). Nevertheless, CA remains richer in
lexis (Sharaf & Atwell, 2012), which widens the MSA-to-CA gap. Other general challenges inherent in the Arabic language include the
absence of capital letters and lack of diacritics in MSA. Diacritics are important because they affect the meaning hence understanding
of Arabic text. Although the Holy Qur’an is heavily diacritized, most NLP tasks over digital Qur’anic text resort to normalization by
removing diacritics in the preprocessing stage (Bashir et al., 2021). In such cases, only the context of words is used to disambiguate
their intended meaning, which poses clear challenges to NLP systems.

In this work, we address the lack of Arabic resources and systems for extractive MRC on the Holy Qur’an in the literature. We
first introduce QRCD as the first Qur’anic Reading Comprehension Dataset that adopts the same format of SQuAD v1.1 (Rajpurkar
et al., 2016). QRCD is composed of 1337 question-passage-answer triplets for 1093 questions posed in MSA (covering both single-
answer and multi-answer questions) that are coupled with their corresponding curated passages from the Qur’an. With the inclusion
of multi-answer questions, QRCD presents an additional challenge to the MRC task. Second, we introduce CL-AraBERT (denoting
CLassical AraBERT), a new AraBERT-based (Antoun, Baly, & Hajj, 2020) pre-trained model that is further pre-trained on about
1.05B-word Classical Arabic dataset (after being initially pre-trained on MSA datasets), to make it a better fit for NLP tasks on
CA text such as the Holy Qur’an. Finally, we leverage cross-lingual transfer learning from MSA to CA, and fine-tune CL-AraBERT
as a reader using a couple of MSA-based MRC datasets followed by fine-tuning it on our QRCD dataset. The goal is to bridge the
MSA-to-CA gap, and mitigate the lack of large MRC datasets in CA, hence constituting the first (to the best of our knowledge) MRC
system on the Holy Qur’an.

To evaluate our work, two experimental setups were used: a 75%–25% train-holdout setup and a 5-fold cross validation (CV)
setup over the QRCD dataset. Our experiments show that the fine-tuned CL-AraBERT reader model significantly outperformed the
baseline fine-tuned AraBERT model in the hold-out and CV setups, respectively.

Our contribution in this work is five-fold:

3 Evidence questions mainly include ‘‘what is the ruling’’, ‘‘what indications/evidence’’ and ‘‘yes/no’’ questions. For example, answer(s) to a ‘‘yes/no’’ question
s drawn from verses that provide evidence that asserts or negates that question.

4 We organized Quran QA 2022 shared task to triggor MRC research on the Holy Qur’an (Malhas, Mansour, & Elsayed, 2022)
5 Al-rasm al-Uthmani (or rasm al-mushaf) is the convention adopted for writing the Qur’anic text during the ruling of Caliph Uthman bin Affan (Al-Azami,
3
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(1) We introduce QRCD as the first extractive machine reading comprehension dataset on the Holy Qur’an.
(2) We introduce CL-AraBERT, which is a further pre-trained version of the AraBERT model (Antoun et al., 2020), using a large

Classical Arabic dataset. We then fine-tune it to constitute the first extractive MRC system on the Holy Qur’an.
(3) We introduce a simple yet novel method to fairly match predicted answers of multi-answer questions against their respective

gold answers, and introduce Partial Average Precision (𝑝𝐴𝑃 ) as the rank-based measure that integrates partial matching to
evaluate performance over multi-answer as well as single-answer questions.

(4) We demonstrate the integral contribution of cross-lingual transfer learning from MSA to CA, by empirically showing that it
is essential to complement MSA resources with CA resources to attain better performance on the reading comprehension task
on the Holy Qur’an.

(5) We make the pre-trained CL-AraBERT model, the QRCD training set, and the evaluation script publicly available to promote
state-of-the-art research on the task.6

The rest of the article is organized as follows. Section 2 covers related work, which is followed by a description of our
methodology in developing the QRCD dataset in Section 3. Section 4 introduces our methodology in developing the CL-AraBERT
reader. Section 5 describes the evaluation measures we used. Section 6 presents and discusses our experimental evaluation results
and their implications, in addition to a qualitative performance analysis using failure and success examples. We conclude this section
with general implications of our research work. Then in Section 7, we conclude with final remarks and some future directions.

2. Related work

Contrary to the ubiquitous presence of English MRC datasets and systems in the literature, MRC datasets and systems in Arabic
are scarce, and are only present in Modern Standard Arabic. To the best of our knowledge, there are no extractive MRC datasets
or systems on the Holy Qur’an in the literature, though there are several QA datasets and systems on the Qur’an that we briefly
overview for contrastive purposes (Section 2.1). Then, we overview existing Arabic reading comprehension datasets and systems
(Section 2.2) before discussing important transformer-based MRC models in the literature (Section 2.3).

2.1. Existing QA datasets and systems on the Holy Qur’an

Despite the presence of some question answering datasets on the Holy Qur’an (Alqahtani & Atwell, 2018; Hamdelsayed &
Atwell, 2016; Hamoud & Atwell, 2017; Malhas & Elsayed, 2020), they lack the fundamental property that characterizes reading
comprehension datasets of coupling QA pairs with the corresponding passages or documents (i.e., contexts) to which the answers
where extracted from. Hamoud and Atwell developed the QAEQ&AC (Qur’an Arabic-English Question and Answer Corpus), which
is a QA dataset of 1500 questions, 1000 of which are in Arabic and the remaining are in English. The majority of the questions
are natural questions (i.e., posed by real inquisitors) that were collected from variant sources with their answers being mainly in
natural language text, in addition to some answers being Qur’anic verses. Hamdelsayed and Atwell developed a QA dataset of 263
question answer pairs; the questions and their answers were drawn from the first two chapters of the Holy Qur’an (Al-Fatiha and
Al-Baqara). Alqahtani and Atwell developed the AQQAC (Annotated Corpus of Arabic Al-Qur’an Question and Answer) dataset. It is
composed of 1224 QA pairs (in addition to 1000 unpublished ones due to copyright concerns) that have natural language answers
generated from Tafseer Al-Tabari; each answer is accompanied by its respective verse-based answer. The QA pairs were scrapped
from a website on Al-Qur’an and Tafseer. Unlike our QRCD dataset, which is an expansion of AyaTEC (Malhas & Elsayed, 2020), the
aforementioned datasets (except for AQQAC) are not publicly available, and they did not include contexts to their question answer
pairs. Moreover, except for AyaTEC, the answers to the questions do not cover the whole Qur’an.

With the close affinity between reading comprehension and question answering, and the fact that the Holy Qur’an is a closed
text corpus of numbered chapters and verses, our literature review focused on the answer extraction components of Qur’anic QA
systems (not search tools), to explore if any could be perceived as a reading comprehension component. Hamoud and Atwell (2016)
developed a simple QA system over their QAEQ&AC corpus (Hamoud & Atwell, 2017) that was developed as a search engine over the
questions of this corpus. A question posed in natural language is best matched to the top retrieved similar question, whose answer
was returned as the answer to the posed question. Hakkoum and Raghay (2016) developed a semantic QA system by developing
an ontology over the Qur’an knowledge and concepts, and a natural language interface that processes and transforms questions
(posed in Arabic) into formal ontology queries, which are then used to retrieve the answers to the questions from the ontology.
The semantic-based approach adopted by Shmeisani, Tartir, Al-Na’ssaan, and Naji (2014) for their QA system is highly similar to
that of Hakkoum and Raghay (2016), but it was only applied on factoid questions. None of the previous QA systems have answer
extraction components that resemble a reading comprehension component.

On the other hand, Abdelnasser et al. (2014) developed a semantic-based QA system (Al-Bayan) that accepts a question in
Arabic, then retrieves the concept-matching verses to the question from a Qur’anic ontology (of 1217 concepts). This ontology
classifies verses according to their topics/concepts; each leaf concept in the ontology is linked to its relevant verses and respective
interpretations from two Tafseer books (Ibn-Kathir and Al-Jaza’iri). Finally, the system’s answer extraction component, extracts
(or generates) the answer from the retrieved Qur’anic verses and their interpretations using a Named Entity Recognition (NER)

6 All can be downloaded from this link https://github.com/RanaMalhas/QRCD.
4
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model. We believe that their semantic-based answer extraction methodology could have been considered an extractive reading
comprehension component on the Qur’an, if the answers were only extracted from the Qur’anic text without its interpretations
(i.e., the extracted answers need not be Qur’anic verses only). A limitation of this system is its design to answer factoid questions
only. On the other hand, our proposed approach handles both factoid and non-factoid questions, and establishes the first extractive
reading comprehension system on the Holy Qur’an.

2.2. Existing Arabic reading comprehension datasets and systems

On the MSA front, we overview notable datasets and systems with emphasis on those that were landmarks in influencing the
rogress of Arabic reading comprehension systems in the literature. The QArabPro (Akour, Abufardeh, Magel, & Al-Radaideh, 2011)
s a rule based reading comprehension system that was evaluated on a dataset of 335 factoid and non-factoid questions over 75
eading comprehension tests. In 2012 and 2013, the Question Answering for Machine Reading (QA4MRE) task was organized at the
LEF (Cross-Language Evaluation Forum) for several languages with Arabic being one of them (Peñas et al., 2012). The QA4MRE
atasets at CLEF 2012 and CLEF 2013 were composed of 160 and 240 multiple choice questions, respectively, coupled with their 16
ccompanying test documents. IDRAAQ (Abouenour, Bouzoubaa, & Rosso, 2012) and ALQASIM (Ezzeldin, Kholief, & El-Sonbaty,
013) were among the participating systems in CLEF 2012 and CLEF 2013, respectively. IDRAAQ heavily relied on its passage
etrieval (PR) module to answer the questions. ALQASIM adopted a new approach (back then) by first analyzing the reading test
ocument, then analyzing the questions and each of their corresponding multiple choice answers before selecting an answer. Another
nteresting comprehension approach that is based on Rhetorical Structure Theory (RST) (Mann & Thompson, 1988) was proposed
y Azmi and Alshenaifi (2017) in their LEMAZA QA system, to answer Arabic why questions. Discourse analysis was used to identify

cue phrases (i.e., words and phrases that serve as unit connectors), which they leverage to build the rhetorical relations between
textual units. A candidate answer-bearing passage to a given question is represented using their RST method before extracting and
generating the candidate answer(s) to the question from this passage (Alwaneen, Azmi, Aboalsamh, Cambria, & Hussain, 2021).
LEMAZA was evaluated using 110 why questions over a dataset of 700 articles extracted from the OSAC Arabic corpus (Saad &
Ashour, 2010). Other non-traditional reading comprehension approaches include those based on textual entailment between the
logical representation of a given factoid question and the passage to which an answer is extracted from (Alwaneen et al., 2021; Bakari
& Neji, 2020; Bakari, Trigui, & Neji, 2014). Starting from 2018 onwards, relatively larger Arabic MRC datasets started to appear
in the literature. Ismail and Homsi (2018) developed their DAWQAS dataset, which is composed of 3025 question-passage-answer
triplets for why questions that were scraped from Arabic websites.

The next two MRC datasets to overview are those developed by Mozannar et al. (2019). The two datasets (combined) have
arked the beginning of Arabic neural reading comprehension models. The first is the Arabic Reading Comprehension Dataset

ARCD) which is composed of 1395 question-passage-answer triplets whose questions were generated by crowdsource workers
rom their accompanying contexts of Arabic Wikipedia passages. The second is the Arabic SQuAD, which is the Arabic translated
ersion of the English SQuAD v1.1. It comprises 48.3k QA pairs translated with their corresponding articles. Only factoid questions
ere included. Mozannar et al. developed SOQAL, which is a system for open-domain QA for the Arabic language that adopts

he retriever-reader QA model proposed by Chen et al. (2017). It is composed of a TF-IDF document retriever and a fine-tuned
ultilingual BERT (Devlin et al., 2019) reader over Wikipedia articles. Both datasets were used in fine-tuning the MRC reader of

heir SOQAL system. It was not long before the release of AraBERT (Antoun et al., 2020) and later AraELECTRA (Antoun, Baly,
Hajj, 2021), which are the Arabic versions of BERT and ELECTRA (Clark, Luong, Le and Manning, 2020), respectively. The two

atasets by Mozannar et al. were also used in fine-tuning AraBERT and AraELECTRA as reader models.
Another MRC dataset with a relatively large size is the AQAD dataset (Atef, Mattar, Sherif, Elrefai, & Torki, 2020). It is composed

f about 17k QA pairs for 3381 passages extracted from 299 Arabic wikipedia articles. The selected Arabic articles correspond to a
et of English wikipedia articles in the SQuAD dataset. The corresponding factoid questions of those selected SQuAD articles were
ranslated to Arabic using Google Translate. The AQAD dataset was used in fine-tuning a multilingual BERT model and a BiDAF
Bidirectional Attention Flow for Machine Comprehension) model (Seo, Kembhavi, Farhadi, & Hajishirzi, 2016) as MRC readers. The
ast datasets to overview are two multilingual MRC datasets, each having a fair share of Arabic questions. The TyDi QA (Clark et al.,
020) and MLQA (Lewis, Oguz, Rinott, Riedel and Schwenk, 2020) datasets comprise 26k and 5k Arabic questions, respectively.
he main purpose of developing these datasets is to conduct extensive transfer learning QA experiments across languages (including
rabic) using different training/testing settings, including zero-shot transfer. The datasets were used in fine-tuning pre-trained
ultilingual and mono-lingual BERT-based language models as cross-lingual MRC readers. Naturally, the Arabic portions of these
atasets can be exploited in fine-tuning mono-lingual Arabic transformer-based MRC readers as well.

Our adopted extractive MRC approach in this paper is inspired by AraBERT. Our work extends AraBERT by further pre-training
he MSA-only pre-trained model using Classical Arabic, to make it a better fit for our MRC task on the Holy Qur’an. We consider
ur task more challenging because the system needs to answer non-factoid (and factoid) questions with one or more answers, as
pposed to only factoid questions with only one answer. Among the overviewed MSA datasets, only two datasets include questions
ith more than one answer; namely, the dataset used in evaluating LEMAZA (Azmi & Alshenaifi, 2017) and the DAWQAS (Ismail
Homsi, 2018) dataset. The LEMAZA system handled multi-answer questions by returning the answer with the highest priority for

ts RST relation. Though, it can be extended to return all answers to a multi-answer question ranked by their RST priority scores.
s for the DAWQAS dataset, no baseline or QA system was reported to have used this dataset. This makes our Arabic MRC system
5
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2.3. Machine reading comprehension

MRC has been recently fueled by the success of transformer-based (Vaswani et al., 2017) pre-trained language models,
xemplified by the phenomenal success of BERT (Devlin et al., 2019) and BERT-like models (Clark, Luong et al., 2020; Liu et al.,
020) on answer extraction tasks over MRC datasets, such as SQuAD. As our approach is BERT-based, we overview other important
ransformer-based models and architectures that we may adapt in future work using the same CA resources that we have developed
nd used in this work.

In general, what makes pre-trained language models very appealing is their unsupervised transfer learning potential, and generic
rchitectures that can be minimally adapted to work for several different downstream NLP tasks (including MRC), by simply fine-
uning an additional task-specific output layer on relatively small sized labeled data. The advent of BERT in 2018 marked a new
ra for NLP; its bidirectional encoder-only transformer for text representation gained its competitive edge over its rivals (at that
ime Peters et al., 2018; Radford, Narasimhan, Salimans, & Sutskever, 2018), by jointly attending and conditioning on left and
ight contexts across all transformer layers. It was not long before the inception of a fleet of BERT descendants and peers (with
ncoder-only, decoder-only, or encoder–decoder transformer architectures) that outperformed BERT on many NLP tasks. Some of
he most prominent post-BERT models that performed well on the reading comprehension task include XLNet (Yang, Dai et al.,
019), RoBERTa (Liu et al., 2020), GPT-3 (Brown et al., 2020), ELECTRA (Clark, Luong et al., 2020), BART (Lewis et al., 2020),
panBERT (Joshi et al., 2020) and DeBERTa (He, Liu, Gao, & Chen, 2021) among others. We intentionally leave out describing
hese models except for SpanBERT, because it is inherently suitable for the span prediction task due to its span-masking (rather
han token-masking) scheme. The model is pre-trained to predict the masked spans using span-boundary representations and a
pan-boundary objective (Joshi et al., 2020).

Despite the success of the above extractive MRC transformer-based approaches on single-answer questions, only few of them
ocused on multi-answer questions that require reasoning over multiple sentences.7 This is mainly attributed to the scarcity of large
nglish datasets with multi-answer questions for extractive MRC. Current datasets that we came across include: MultiRC (Khashabi,
haturvedi, Roth, Upadhyay, & Roth, 2018), DROP (Dua et al., 2019), QUOREF (Dasigi, Liu, Marasović, Smith, & Gardner, 2019), and
ikiHowQA (Cui, Hu, & Hu, 2021). Many transformer-based models that were fine-tuned using these datasets achieved satisfactory

erformance despite being initially designed for single-answer questions; e.g., RoBERTa, BERT, XLNet and QANet (Yu et al., 2018),
mong others. However, other recent MRC approaches have appeared that are specifically designed for multi-answer questions,
hich outperformed the former models on this task. Dua et al. (2019) and Hu, Peng, Huang, and Li (2019) employed multi-head
rchitecture models on the DROP and QUOREF datasets, respectively. Each head is responsible for predicting an answer span. The
umber of needed prediction heads is either pre-specified or dynamically predicted and allocated depending on the question type
and its expected answer type). Moreover, Segal, Efrat, Shoham, Globerson, and Berant (2020) proposed an approach that casts the
xtractive multi-span prediction problem as a sequence tagging task, in which they employ a transformer-based model like BERT
or encoding contextualized representations of input question-passage pairs and start/end tokens of each answer span. Their model
utperformed former models on the DROP and QUOREF datasets. Finally, ListReader, is a more recent multi-span prediction model
roposed by Cui et al. (2021) that was trained on their introduced English WikiHowQA dataset.8 ListReader employs a sequence
agging module that is preceded by an interaction layer composed of a graph neural network, which has two modules. The first
odule aligns the given question-passage pair to capture relevance, while the second captures inter-answer dependencies among the

nswer spans in the given passage. Evaluating ListReader on the WikiHowQA benchmark showed that it significantly outperformed
he former three models (Dua et al., 2019; Hu et al., 2019; Segal et al., 2020) on the same benchmark.

The above overview is an eye-opener to the need for large sized Arabic MRC datasets with multi-answer questions. This is highly
eeded to facilitate exploiting the above approaches and to advance the development of multi-span extractive MRC models in MSA
nd Qur’anic Classical Arabic. Except for the moderately sized DAWQAS dataset and the modestly sized QRCD and LEMAZA datasets,
ll the existing large Arabic MRC datasets (overviewed in Section 2.2) are more adequate for single-span extractive MRC.

. Developing QRCD

The Qur’anic Reading Comprehension Dataset, denoted as QRCD, is an extension of the AyaTEC dataset (Malhas & Elsayed, 2020)
or the task of Machine Reading Comprehension (MRC) on the holy Qur’an. As such, we introduce a short description of AyaTEC
efore introducing the procedure adopted for developing QRCD.

.1. Original AyaTEC dataset

AyaTEC is a fully re-usable verse-based test collection for Arabic question answering on the Holy Qur’an. It was developed
y Malhas and Elsayed (2020) to provide a common experimental testbed for evaluating and fairly comparing the performance of
rabic question answering systems on the Holy Qur’an. In its current version, AyaTEC-v1.19 is composed of 1747 QA pairs for 207

7 There are MRC approaches that require multi-sentence reasoning to answer single-answer questions, such as Richardson, Burges, and Renshaw (2013) and
ang, Zhang, and Zhao (2020).

8 Cui et al. (2021) also applied ListReader on their introduced Chineze WebQA dataset.
9 http://qufaculty.qu.edu.qa/telsayed/datasets/.
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questions. The answers in AyaTEC are verse-based, where each answer is composed of one or more consecutive Qur’anic verses.
AyaTEC is fully reusable in the sense that all Qur’anic verses that directly answer a question were extracted by Qur’an specialists.

All questions in AyaTEC are expressed in Modern Standard Arabic (MSA) covering a diverse set of 11 Qur’an topics. The
questions, collected from different sources, comprise factoid and non-factoid questions that were categorized into three abstract
types: single-answer questions, multi-answer questions, and no-answer questions. Three Qur’an specialists annotated the initially-
extracted potential answers of all the questions in AyaTEC as either direct, indirect or incorrect. As defined by Malhas and Elsayed
(2020), a direct answer responds to a question explicitly and its context is consistent with that of the question. In contrast, an indirect
answer can either be an answer responding to the question explicitly but its context is inconsistent with the context of the question,
or an answer responding to the question implicitly with its context being consistent with that of the question. Finally, an answer is
incorrect if it does not answer the corresponding question.

3.2. Extending AyaTEC

In this section, we describe the procedure for developing QRCD. QRCD differs from AyaTEC in several ways. First, it is augmented
with passages curated from the Holy Qur’an to form tuples of question-passage-answer triplets adopting the same format of SQuAD
v1.1. Second, the answers to the questions in QRCD are span-based, where the spans of text were extracted manually from their
corresponding verse-based direct answers in AyaTEC. As such, indirect and incorrect answers were ignored. Finally, no-answer
questions that do not have an answer in the Holy Qur’an were also ignored, keeping only the questions that have at least one
answer. A Single-answer question is the question that has only one answer (i.e., an answer that is a single span of text, denoted
as an ‘‘answer span’’) in the accompanying Qur’anic passage, as shown in Fig. 1-(a) and (c). A multi-answer question is the one
whose answers are composed of several components (such as why questions) in two or more different answer spans (in distant or
contiguous verses) in the accompanying Qur’anic passage, as shown in Fig. 1-(b).

In general, as the answer(s) to single-answer and multi-answer questions may appear in semantically and/or syntactically similar
forms in different chapters and across different verses within different Qur’anic contexts, each question-passage pair in QRCD was
considered an independent question for the MRC task.

Overall, QRCD is composed of 1093 question-passage pairs; 939 of which are single-answer questions and the remaining 154
are multi-answer questions (Table 1). With 14% of the questions in QRCD being multi-answer questions, this poses an additional
challenge to the reading comprehension task.

3.2.1. Passage curation
The Holy Qur’an is composed of 114 chapters of different lengths. We initially segmented the chapters using the Thematic

Holy Qur’an,10 which is a printed edition that clusters the verses of each chapter into topics. We recruited two annotators through
UpWork11 to extract the start and end verse numbers to which each topic cluster of verses starts and ends within each chapter, given
the topics indicated by the printed Thematic Holy Qur’an. The text of each Qur’anic passage was then populated by appending the
text of the respective verses that constitute each passage, and separating these verses by full stops. The Qur’anic text was downloaded
from the Tanzil12 project, which provides a verified digital version of the Holy Qur’an in many scripting styles in addition to the
Uthmani style. We have used the normalized simple-clean text style (in Tanzil 1.0.2) to be able to use the QRCD dataset with
transformer-based language models that were already pre-trained using normalized Arabic text. We note that Al-Azami (2020) has
emphasized the importance of using the Uthmani orthography when quoting or printing Qur’an verses, especially that Muslim
scholars universally agree that this orthography style should be maintained.

For each Qur’anic passage, we collated all the questions of AyaTEC that have their verse-based answers fully contained within
the boundaries of the passage at hand. If a verse-based answer happened to be partially contained within a Qur’anic passage, we
adopted the heuristic of incrementally expanding that passage with the neighboring next verse (from the next passage) until it
accommodates the full answer. Despite our effort to avoid passage overlap by adopting this expansion heuristic, some overlap in
the Qur’anic passages may still exist. This segmentation procedure has resulted in 629 Qur’anic passages (associated with questions)
with an average size of 80 tokens.

3.2.2. Answer span extraction
After curating the passages, we also recruited three UpWork workers (annotators), who are knowledgeable in Qur’an, to extract

the specific answer spans from their respective direct verse-based answers given by AyaTEC. An interface was developed for that
purpose, which displays a Qur’anic passage and loops over its related questions, displaying one question and its verse-based direct
answer(s), one at a time. The annotators were only allowed to highlight and select the specific answer spans from the corresponding
displayed direct verse-based answer. Each of the three annotators annotated all the questions. To resolve mismatches among
extracted spans, which mostly occur due to the inclusion or exclusion of non-essential phrases, the first author resolves them. In
Section 3.3, we further discuss the inter-annotator agreement and mismatches among the annotators.

The final number of answer spans extracted for the 1093 questions (or question-passage pairs) was 1337 with an average size
of eight words per span. Their distribution across question types are shown in Table 1.

10 http://archive.org/details/Quran_Tafseel-Mawdo.
11 https://www.upwork.com.
12 https://tanzil.net/download/.
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Table 1
Distribution of question-passage-answer triplets by question type in QRCD. We note that there
are several untypical cases for some questions (single-answer or multi-answer), where an exact
same answer may have more than one occurrence in the same Qur’anic passage.

Question type # Questions-passage pairs # question-passage-answer triplets

Single-answer 939 949
Multi-answer 154 388

All 1093 1337

3.3. Inter-annotator agreement

As an indication of the quality of the answer span extraction phase in developing QRCD, we need to measure the inter-annotator
agreement between our three annotators over the extracted answer spans. For that, we have adopted Fleiss Kappa (Sim & Wright,
2005). We applied the measure at the token level. Since the annotators extracted the answers spans from the verse-based answers,
provided in AyaTEC, rather than the whole passage (Malhas & Elsayed, 2020), we computed the measure only on the tokens
constituting such verses. For each token, each annotator is assigned a label of 1 or 0 based on whether the token was selected (as
part of an answer span) by that annotator or not. Then, Fleiss Kappa was applied at the token level over those labels. Disagreement
occurred in about 32% of the tokens, and a Kappa agreement score of 0.56 was attained. According to the Kappa interpretation
scale proposed by Landis and Koch (1977), the strength of the agreement is considered moderate. This agreement level is similar to
the one attained among the three Qur’an specialists/judges in developing AyaTEC (Malhas & Elsayed, 2020).

4. Developing CL-AraBERT

Unsupervised transfer learning through pre-trained language models (LM) for text representation has been proven to be very
effective in advancing various NLP tasks, especially for low-resourced languages (Devlin et al., 2019). This is mainly attributed to
the unsupervised (or self-supervised) nature of LM pre-training, the ubiquitous presence of unlabeled text to train on, and the advent
of transformer-based models such as GPT (Radford et al., 2018) and BERT among others.

For our reading comprehension task on the Holy Qur’an, we note that the document collection of QRCD is in Classical Arabic (CA),
whereas the questions are expressed in Modern Standard Arabic (MSA). This allows us to cast our task as a supervised cross-lingual
transfer task, where the question is in one language (MSA) and the context/passage (from which the answer(s) are extracted) is in
another language (CA).

Although there are some similarities between CA and MSA, CA is relatively different; therefore we expect that a language model
that is pre-trained in CA will be a better fit for our purpose than a language model that is pre-trained in MSA (i.e., using MSA
resources only), such as AraBERT (Antoun et al., 2020). To achieve that, we have adapted AraBERT by further pre-training it using
CA resources to introduce CL-AraBERT. Our decision not to pre-train a BERT model from scratch using CA resources only, was
driven by two factors: (i) to achieve a better cross-lingual transfer between MSA and CA, as the questions are in MSA; and (ii) to
exploit the existing similarity between MSA and CA with respect to morphology and syntax characteristics. To adapt CL-AraBERT
for our reading comprehension task, we then fine-tune it as a reader using two MRC datasets in MSA by Mozannar et al. (2019),
prior to further fine-tuning the reader model using the QRCD dataset. As such, we have overcome the lack of MRC datasets in CA
and the modest size of QRCD, and more importantly, attempted to bridge the gap between the questions being in MSA and the
answers being in Qur’anic CA.

For developing CL-AraBERT, we have followed the same pre-training and fine-tuning procedures adopted in developing BERT
and AraBERT models. In Section 4.1, we describe the pre-training dataset and the cleaning and pre-processing procedures adopted.
This is followed by a detailed description of the pre-training and fine-tuning procedures of CL-AraBERT in Sections 4.2 and 4.3,
respectively.

4.1. Classical Arabic data for pre-training

Devlin et al. (2019) have primarily released pre-trained monolingual BERT models for the English and Chinese languages, in
addition to a multilingual model (mBERT) that was pre-trained using more than 100 languages, among which was the Arabic
language. With the limited data and vocabulary representation for Arabic in multilingual BERT, Antoun et al. (2020) introduced
AraBERT by pre-training a monolingual BERT model for the Arabic language using two publicly available large Arabic news corpora:
(i) the Arabic Corpus of 1.5 billion words by El-Khair (2016), and (ii) the OSIAN corpus by Zeroual, Goldhahn, Eckart, and Lakhouaja
(2019). As such, all their pre-training data resources were in MSA. The size of their final pre-training dataset was ∼24 GB with about
3B words. Two versions of AraBERT were released, AraBERTv0.1 and AraBERTv1. The main difference between the two versions
is that the words of the dataset used to pre-train AraBERTv1 were segmented using the Farasa tool (Abdelali, Darwish, Durrani, &
Mubarak, 2016) into stems, prefixes and suffixes. After learning the vocabulary using a BERT-compatible tokenizer, the final size
of the vocabulary amounted to 64k tokens for both, AraBERTv0.1 and AraBERTv1, of which 4k tokens were unused to cater for
8
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As AraBERT was pre-trained using MSA resources only, we used the OpenITI corpus (Romanov & Seydi, 2019) as the main
esource for Classical Arabic to further pre-train AraBERT; we called the adapted model CL-AraBERT. We have used the OpenITI
ersion 2019.1.1,13 which is a machine-readable historical corpus of Arabic texts written between the years 1-1340 Hijri. We selected
rabic texts from two of OpenITI’s main sources; namely, Al-Maktaba Al-Shamela14 and Al-Jami’ Al-Kabir,15 both of which are large

digital libraries of pre-modern and modern Arabic texts. The texts span a wide range of genres including Tafseer (Qur’an exegesis),
Hadith, Fiqh (Islamic jurisprudence), Aqeedah (creed), literature, poetry, among others.

Extensive cleaning and preprocessing was conducted on the selected OpenITI documents because we used a raw version of the
OpenITI v2019.1.1 text, which was tagged using OpenITI mARkdown.16 It is a simple system for tagging structural, morphological,
and semantic elements embedded in the OpenITI text. We also applied the same preprocessing adopted by AraBERT. The final size
of the pre-training dataset amounted to about 1.05B words.

4.2. Pre-training CL-AraBERT

We followed the same pre-training setup and procedure adopted for building BERTBASE. The model architecture is composed of
12 transformer layers/blocks, a hidden size of 768, and 12 self-attention heads with a total of 110M parameters to further pre-train.

With the OpenITI pre-training dataset ready, the next step was to use it to learn the vocabulary of the CL-AraBERT model using
a tokenizer that is compatible with the WordPiece tokenizer17 used in BERT to learn the vocabulary and generate the WordPiece
embeddings (Wu et al., 2016). We applied the Hugging Face implementation of the BERT WordPiece tokenizer. The new vocabulary
was then merged (excluding duplicates) with the original vocabulary that was initially published with AraBERTv0.1,18 such that the
ew vocab tokens replaced [UNUSED] placeholder tokens. The total number of vocab tokens remained at 64k.

Naturally, we adopted the same input representations and definitions used by BERT/AraBERT. Devlin et al. (2019) defined a
‘sentence’’ as any span of consecutive text (rather than a usual linguistic sentence), and defined a ‘‘sequence’’ as the input token
equence to BERT. We constructed each input sequence by packing the WordPiece tokens of pairs of sentences (A and B) selected
rom the pre-training dataset as one single sequence, which we separate by the special [SEP] token. In addition, a [CLS] token and
nother [SEP] token were concatenated to the beginning and end of the input sequence, respectively. Then the learned embeddings
or each sentence were added to the respective tokens in the input sequence. Lastly, learned position embeddings that represent
he position of the token in the input sequence was added to each token. As such, the input representation of each token was
onstructed by adding up three embeddings, the WordPiece token embedding, the sentence embedding that the token belongs to,
nd the position embedding.

Starting from the trained checkpoints of AraBERTv0.1, we further pre-trained the model using two unsupervised tasks: the Masked
anguage Model task (MLM), and the Next Sentence Prediction (NSP) task. Both tasks were applied following the same procedure in
ERT/AraBERT.

The MLM task was applied by randomly masking 15% of the WordPiece tokens in the input sequence to AraBERT. In this way,
idirectional learning was enforced because the objective is to predict the original vocabulary id of the masked token conditioned on
ts left and right contexts. It is important to note that masking of tokens happens only during pre-training and not during fine-tuning,
hich may create a mismatch because the [MASK] token is only seen during pre-training and never during fine-tuning. To alleviate

he effect of this mismatch, a heuristic was adopted to have the training data generator replace the masked tokens with: (i) any
andom token 10% of the time, (ii) the original token 10% of the time, and (iii) the [MASK] token 80% of the time (Antoun et al.,
020; Devlin et al., 2019).

As for the NSP task, the training examples were trivially constructed by randomly selecting and pairing two consecutive sentences
s positive examples 50% of the time, and non-consecutive sentences as negative examples for the remaining 50%. The importance of
he next sentence prediction task lies in training the model to identify relationships between sentences, which is especially important
or downstream tasks such as question answering and natural language inference (Antoun et al., 2020; Devlin et al., 2019).

We pre-trained CL-AraBERT on a cloud TPUv3-8 for 440k steps, which is approximately equivalent to 27 epochs over the pre-
raining dataset of ∼1.05B words. For the first 315k steps, we trained on input sequences of 128 tokens with a batch size of 512
xamples. As for the remaining 125k steps, we trained on input sequences of 512 tokens with a batch size of 128 examples. The
andom seed and duplication factor were kept at 34 and 10, respectively (as set by Antoun et al.). We used Adam with a learning
ate of 2e−5, as opposed to the smaller learning rate of 1e−4 used to pre-train AraBERT from scratch.19 Transforming the sharded
re-training dataset into TFRecords consumed 44 hours on a virtual machine with 8 vCPUs and 52 GB memory, while pre-training
L-AraBERT consumed ∼29 hours on the cloud TPU.

13 https://zenodo.org/record/3082464#.YQR_Y44zaMo.
14 https://shamela.ws/.
15 According to this link https://alraqmiyyat.github.io/OpenITI/, texts coming from Al-Jami’ Al-Kabir have been published on an external HDD and are not
vailable online. The meta data at the beginning of each document in the OpenITI corpus explicitly specifies the source from which it was obtained.
16 https://maximromanov.github.io/mARkdown/.
17 https://github.com/huggingface/tokenizers/tree/master/bindings/python/py_src/tokenizers/implementations.
18 https://github.com/aub-mind/arabert/tree/master/arabert.
19 https://github.com/google-research/bert#pre-training-tips-and-caveats.
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4.3. Fine-tuning CL-AraBERT

As the questions in QRCD include multi-answer questions that typically have two or more answer components, each of which
constitutes a different answer span from the same passage, we formulate the span prediction task as a ranking problem. The reader
should return a list of the best-predicted answers or answer components ranked by their probability scores.

Since the size of QRCD is relatively modest (Table 1), we leverage cross-lingual transfer learning by using the Arabic SQuAD
nd ARCD question answering datasets by Mozannar et al. (2019) in fine-tuning CL-AraBERT, prior to fine-tuning the model using
RCD. The Arabic SQuAD is a Google translated segment of the English SQuAD v1.1 dataset to Arabic (in MSA); it comprises 48.3k
A pairs that were translated with their corresponding articles. The ARCD dataset is composed of 1395 question-passage-answer

uples in MSA as well; we only used the training split of the dataset for training (695 tuples).
The input representation for fine-tuning is very similar to pre-training, where the tokens of each question and passage are packed

s one single sequence separated by the [SEP] token. A [CLS] token and another [SEP] token are also concatenated to the beginning
nd end of the sequence, respectively. Similar to pre-training, the input representation of each token was constructed by adding up
ts WordPiece embedding, the question or passage embedding that the token belongs to, and finally the token’s position embedding.

Fine-tuning was effected by introducing two vectors, a start vector 𝑆 and an end vector 𝐸. To find the best prediction for an
answer span, the probability of a word 𝑖 being the start of the answer span was computed as the dot product between the start vector
𝑆 and the output token embedding for the word 𝑖 (as captured from the last transformer hidden layer). The dot product was then
oftmaxed over all the words in the passage. Likewise, the probability of a word 𝑗 being the end of the answer span was computed

in a similar way but using the end vector 𝐸 (Devlin et al., 2019). Invalid span predictions were ignored, such as predicting an end
token position that precedes a start token position, or predicting a start/end token position in the question part of the input/output
sequence. Spans with top scoring probabilities were returned as a ranked list of predicted answers (or answer components) for the
given question. The training objective was to minimize the sum of the softmax cross entropy loss for predicting the start and end
token positions. Further details about the fine-tuning procedure are described in the context of Section 6.1.

5. Evaluation measures

Performance evaluation of an extractive MRC system over a question related to a given Qur’anic passage should not be confined
to one predicted answer only, especially for multi-answer questions. Therefore, we expect the ideal MRC system to return all correct
answers exclusively (i.e., only the correct ones). Since systems are imperfect, we would like to give (partial) credit to a system that
returns correct answers along with some incorrect ones; however, a system that perceives the correct answers as the best answers
(by giving them higher scores or putting them at the top of the returned answers) should be rewarded higher than a system that
perceives incorrect ones as the best. Such a system would save the user’s time in checking the answers, thus better satisfying her need.
This clearly calls for a rank-based measure, i.e., a measure that considers the ranks of the returned predicted answers. Moreover, a
system that returns a partial span of a correct answer should receive a partial credit. Therefore, for our task, we need a rank-based
measure that considers partial matching of answers. As such, we expect the system to return a ranked list of predicted answers 𝑅,
which is evaluated against a set of one or more gold answers 𝐴 to the given question. The gold answers were manually-extracted
from the accompanying Qur’anic passage to that question (Section 3.2).

Our review of the reading comprehension literature has revealed the lack of rank-based evaluation measures that can integrate
partial matching for evaluating extractive MRC tasks on datasets with multi-answer questions. The current evaluation measures that
are being used for answer span prediction tasks mainly include the token-level 𝐹1 (computed over bag-of-tokens) and Exact Match
of answer spans (EM) (Chen et al., 2017; Rajpurkar et al., 2016; Zeng, Li, Li, Hu, & Hu, 2020). While these two set-based measures
are relatively adequate for evaluating single-answer questions, they are not adequate for multi-answer questions, because they focus
the evaluation only on one predicted answer. Dua et al. (2019) have addressed this problem for the multi-answer questions in their

ROP dataset, by extending their version of the token-level 𝐹1 measure such that every predicted answer was best matched with
ne gold answer; and no gold answer was matched with more than one predicted answer for a given question. Similarly, Khashabi
t al. (2018) also proposed an extended macro-average 𝐹1𝑚 measure for evaluating multi-answer questions. Although those two
roposed 𝐹1 measures can integrate partial matching, they are not rank-based measures; they reward the system for returning
nswers regardless of how they are ordered/ranked, which is not fair for systems that prefer correct answers, e.g., presenting them
t the top of the returned ranked list.

Moreover, even with partial matching of answers, we need to consider cases when evaluating predicted answer spans that happen
o cover more than one gold answer. With current rank-based measures, such predicted answers will be treated unfairly, because
hey will only be matched to one gold answer (at each rank) regardless of how many gold answers they may cover. Fig. 3 exhibits
n example that demonstrates such an unfair matching incidence that would cause a system to be under-evaluated. We discuss this
urther in the context of Section 5.1.

To address the above issues and be able to use a ranked-based measure that can fairly integrate partial matching, we introduce a
imple yet novel method to match the predicted answers against their respective gold answers (Section 5.1); and adapt the traditional
verage Precision (AP) rank-based measure (Kishida, 2005) to integrate partial matches, in addition to exact/binary matches. We
enote this measure by Partial Average Precision (pAP for short), which is used as the main measure for evaluating both single-
nswer and multi-answer questions of the QRCD dataset (Sections 5.2 and 5.3, respectively).20 The traditional EM and token-level

𝐹1 evaluation measures are also adopted, but for single-answer questions only.

20 Other rank-based measures, such as nDCG can also be adapted.
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Fig. 3. An example that compares the proposed partial matching of answers (with splitting) to the traditional partial matching (without splitting), and their
implications on the computed matching scores that would unfairly cause a system to be under-evaluated.

We note that rank-based measures were used sparingly for evaluation (Baradaran et al., 2020) over single-answer questions,
but they were mainly applied in sentence or answer selection (rather than span extraction) tasks and without integrating partial
matching (Min, Zhong, Socher, & Xiong, 2018; Wang, Guo, Liu, He, & Zhao, 2016).

With the concept of partial matching with gold answers being integral to all adopted measures, we formally present it first,
before defining the evaluation measures. As each measure is defined with respect to a given question, an overall evaluation score
is computed by averaging over all questions, and also over questions of a specific type.

5.1. Partial matching of answers

Reading comprehension systems might predict answers that are not exact matches to any of the gold answers for a given question,
despite matching it partially, or even covering it completely within a larger span. To give partial and fair credit to such systems, we
start the matching process by computing the span overlap between every system’s predicted answer and all the gold answers that
it overlaps with partially or fully. In case a predicted answer matches (i.e., overlaps with) more than one gold answer, it is then
split around its respective matches with the gold answers. In that case, the newly-split answers will replace the original answer in
the ranked list, with the same order they appear in the original answer. Naturally, no splitting is applied if the predicted answer
does not match any gold answer, or if it includes a match (partial or full) with only one gold answer. Finally, every answer in
11

the newly-formed (expanded) ranked list of predicted answers is best matched with one gold answer. Henceforward, we refer to
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the proposed matching method as partial matching with splitting, as opposed to the traditional partial matching without splitting. An
xample of the proposed answer matching procedure is presented in Fig. 3.

We note that partial matching with splitting induces a ripple effect on the rank order of subsequent predicted answers (as
hown in Fig. 3), which will, in turn, have a direct effect on the computation of our proposed rank-based measure. It is worth
mphasizing that splitting is performed only to address cases when one predicted answer matches more than one gold answer. If the

traditional matching (without splitting) is used, that predicted answer would match only one gold answer, which would be unfair (as
clearly shown in Fig. 3). However, splitting allows giving credit for matching all of those gold answers. The only side effect is the
increase/expansion of the ranked list. We note that this is quite natural, as it follows the sequential order of reading the words of
the predicted answer, matching the incremental perceived gain in user satisfaction when reading the correct answers sequentially
within the words of the predicted answer.

We have adopted the definition by Malhas and Elsayed (2020) for the answer matching score 𝑚 of a system’s predicted answer
𝑟, which was denoted by 𝑚𝑟. It was defined as the maximum matching score of answer 𝑟 over all the gold answers 𝐴 for a given
question, such that each best matched gold answer can only be matched once.

𝑚𝑟 = max
𝑎∈𝐴

𝐹1(𝑟, 𝑎) (1)

where 𝐹1 is computed here over token positions, rather than any arbitrary matching bag-of-tokens, to reward a predicted answer only
if it was extracted from the proper verse/context. Fig. 3 compares the answer matching scores computed based on the proposed
and traditional matching methods (i.e., with or without splitting) to demonstrate how our proposed matching avoids the unfair
deterioration of the scores computed using the traditional matching method.

5.2. Evaluating single-answer questions

The first two evaluation measures that we have adopted for single-answer questions were 𝐹1 and EM, which were both applied
by Rajpurkar et al. (2016) to the top predicted answer against its ground truth answer.

We use the term 𝐹1@1 to refer to 𝐹1 when applied to the predicted answer at the first rank only.

𝐹1@1(𝑅) = 𝑚𝑟1 (2)

where 𝑅 is the system’s returned ranked list of predicted answers, and 𝑟1 is the predicted answer at the first rank in 𝑅.
We also use EM, which is a binary measure that checks whether the first predicted answer exactly matches the gold answer to a

given question. We formally define EM in terms of the answer matching score at the first rank 𝑚𝑟1 .

𝐸𝑀(𝑅) =

{

1 if 𝑚𝑟1 = 1
0 otherwise

(3)

The third adopted measure pAP is described in the next section as it is also used for evaluating multi-answer questions in addition
to single-answer ones.

5.3. Evaluating multi-answer questions

The 𝐹1 (or 𝐹1@1) and EM measures are not suitable for evaluating multi-answer questions because they only focus on the top
predicted answer, ignoring the others. Moreover, with the task being perceived as a ranking problem, it is important to adopt
a rank-based measure that can also assess partial matches. As such, we introduce Partial Average Precision (pAP) as a variant of
the traditional Average Precision (AP) rank-based measure, to integrate the concept of partial matching, and use it to evaluate
multi-answer as well as single-answer questions.21 pAP is defined as follows:

𝑝𝐴𝑃 (𝑅) = 1
|𝐴|

|𝑅|
∑

𝐾=1
1{𝑚𝑟𝐾 > 0} ⋅ 𝑝𝑃 𝑟𝑒𝑐@𝐾(𝑅) (4)

where |𝑅| and |𝐴| are the number of answers in the system’s returned ranked list 𝑅 and the gold answers 𝐴, respectively, 𝑟𝐾 is the
predicted answer at the rank 𝐾 in 𝑅, and 1{𝑚𝑟𝐾 > 0} is the indicator function that has a value of 1 only if the predicted answer at
rank 𝐾 matches (partially or fully) a gold answer, and zero otherwise. Partial Precision at rank 𝐾, denoted as pPrec@K, is a variant
of the traditional Prec@K measure that also integrates the concept of partial matching, defined by Malhas and Elsayed (2020) as
follows:

𝑝𝑃 𝑟𝑒𝑐@𝐾(𝑅) = 1
𝐾

𝐾
∑

𝑖=1
𝑚𝑟𝑖 (5)

here 𝑅 is the system’s returned ranked list of predicted answers, 𝑟𝑖 is the predicted answer at rank 𝑖 in 𝑅, and 𝑚𝑟𝑖 is the partial
atching score of 𝑟𝑖 as defined by Eq. (1).

21 Similar to the traditional Average Precision (AP) (Kishida, 2005), pAP averages the computed (here partial) precision at the ranks of each predicted answer
12

hat (partially or fully) matches a gold answer (assuming that non-retrieved gold answers appear at very low ranks for which precision is zero).
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Table 2
Distribution of question-passage-answer triplets across QRCD splits into training and test/holdout datasets.

Dataset # Question-passage pairs # question-passage-answer triplets

All questions Single-answer questions Multi-answer questions

All 1093 1337 949 388
Training 819 989 722 267
Test/Holdout 274 348 227 121

To elaborate more on how the 𝑝𝐴𝑃 measure is computed and showcase its fairness, Fig. 10 in Appendix presents a detailed
example for the performance evaluation of the output of two different systems on one question using 𝑝𝐴𝑃 . Although both systems
redict the same set of answers, 𝑝𝐴𝑃 better rewards the first system over the second, because it predicts the correct answers at
anks 1 and 2, while the second predicts them at lower ranks down the list.

We note that despite the change in rank order that may be induced due to partial matching with splitting, the gains in the matching
score values are expected to outweigh any deterioration of 𝑝𝑃 𝑟𝑒𝑐@𝐾(𝑅) due to the expanded rank order, as discussed in Section 5.1.

We note that all of the above measures are applied to the predicted answers for one given question.

. Experimental evaluation

In this section, we describe the setup of our experiments, then present the evaluation results and discuss them and their
mplications in the context of addressing the three research questions listed below (Section 6.2). This is followed by a performance
nalysis of the best performing model (Section 6.2.4), in which we discuss some failure and success examples to draw insight into
uture directions to address the identified challenges. We conclude this section with several general implications of this research
ork (Section 6.3).

RQ1: Does further pre-training with Classical Arabic improve the performance over the MSA-only pre-trained model?
RQ2: Would it be enough to exclusively rely on transfer learning from MSA to CA in fine-tuning the readers without the need for

MRC datasets in Classical Arabic?
RQ3: How does the fine-tuned CL-AraBERT reader perform on multi-answer questions vs. single-answer questions?

.1. Experimental setup

ata splits. We have adopted two experimental setups to perform our evaluation experiments. In the first setup, denoted as the
oldout setup, we randomly split the questions (or, more-precisely, question-passage pairs) in QRCD into training (75%) and testing
r holdout (25%) sets, as shown in Table 2. The holdout dataset is composed of 348 question-passage-answer triplets, 227 of which
re for single-answer questions and the remaining 121 are for multi-answer questions. In the second setup, denoted as the cross
alidation (or CV ) setup, we conduct a 5-fold cross validation to better evaluate the general performance of our model on unseen
uestions. Naturally, two different random seeds were used to generate the holdout split and the CV folds. All experiments were
mplemented and evaluated using both setups.

reprocessing. To adapt the QRCD dataset to the CL-AraBERT model (or any other BERT-like model), every split/fold of the dataset
o be used for fine-tuning was preprocessed such that a question-passage-answer triplet was created for each answer span. For
QuAD v1.1, Rajpurkar et al. (2016) did not need to conduct this preprocessing step prior to fine-tuning/training because their
ataset did not include multi-answer questions, and the answer spans for each question were variants of the same answer that may
xclude/include non-essential phrases.

valuation. To account for any relative high variation in the reported performance across folds in the CV setup, we merged the
valuation scores of the question-passage-answer triplets in each of the five test folds, before reporting their average over all
uestions in each fine-tuning experiment/run. For all fine-tuning experiments, we trained for 4 epochs using a learning rate of 3e−5
nd a batch size of 32 examples. Each of the fine-tuning runs was performed five times with a different random seed for each run in
oth setups. Then the median performance among the five runs was reported per evaluation metric over all questions. As indicated in
ection 5, Partial Average Precision (pAP) was the rank-based measure used for evaluating multi-answer and single-answer questions,
hereas 𝐹1@1 and EM were the set-based measures used for evaluating single-answer questions only.

We note that before applying the partial matching procedure described in Section 5.1 during evaluation, the Farasa tool (Abdelali
t al., 2016) was used to identify and remove prefixes from the predicted and gold answers. Removing punctuation and very common
topwords was then applied as an additional preprocessing step. This was essential to avoid mismatch due to the prefixes being
ncluded or left out from the beginning of the gold answers during their extraction by the annotators. The prefixes and stopwords
13

hat were removed are shown in Fig. 4.
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Fig. 4. The Arabic prefixes and stopwords removed before comparing the predicted and gold answers during evaluation.

Table 3
Results of the fine-tuned CL-AraBERT and AraBERT readers on the QRCD dataset. The suffixed subscripts to
each model name indicate the dataset(s) used in its fine-tuning. For brevity, the subscript ‘‘msa’’ refers to the
combined Arabic-SQuAD and ARCD datasets, and ‘‘qrcd’’ to QRCD. In each setup, differences between the scores
annotated with the same model reference letter are statistically significant. Best results are boldfaced for each
experimental setup.
Model Fine-tuning datasets Holdout setup CV setup

𝑝𝐴𝑃@10 𝑝𝐴𝑃@10
(𝑎) AraBERT𝑚𝑠𝑎 MSA 39.96𝑐𝑑𝑓 34.67𝑏𝑐𝑑𝑒𝑓
(𝑏) AraBERT𝑞𝑟𝑐𝑑 QRCD 36.75𝑐𝑑𝑒𝑓 42.15𝑎𝑐𝑑𝑒𝑓
(𝑐) AraBERT𝑚𝑠𝑎+𝑞𝑟𝑐𝑑 MSA+QRCD 45.37𝑎𝑏𝑒𝑓 49.53𝑎𝑏𝑑𝑒𝑓

(𝑑) CL-AraBERT𝑚𝑠𝑎 MSA 47.26𝑎𝑏𝑒 39.51𝑎𝑏𝑐𝑒𝑓
(𝑒) CL-AraBERT𝑞𝑟𝑐𝑑 QRCD 40.66𝑏𝑐𝑑𝑓 44.88𝑎𝑏𝑐𝑑𝑓
(𝑓 ) CL-AraBERT𝑚𝑠𝑎+𝑞𝑟𝑐𝑑 MSA+QRCD 𝟓𝟏.𝟒𝟗𝑎𝑏𝑐𝑒 𝟓𝟑.𝟐𝟖𝑎𝑏𝑐𝑑𝑒

Fine-tuning setups. To address the above research questions, we conduct a pipelined fine-tuning procedure for both AraBERT and
L-AraBERT models using three training MRC datasets. The MSA datasets used in fine-tuning include the translated Arabic-SQuAD
nd the ARCD-train datasets which are composed of 48.3k and 693 question-passage-answer triplets, respectively. Overall, we have
different fine-tuning setups.

• fine-tuning on MSA datasets only
• fine-tuning on QRCD only
• fine-tuning on MSA datasets followed by further fine-tuning on QRCD

For ease of reference to these models, we append the term ‘‘qrcd’’, ‘‘msa’’ or ‘‘msa+qrcd’’ as subscripted suffixes to indicate the
datasets that were used in their fine-tuning. For example, AraBERTmsa+𝑞𝑟𝑐𝑑 is the fine-tuned model using the two MSA datasets
(Arabic SQuAd and ARCD) followed by the QRCD dataset.

6.2. Results and discussion

Tables 3 and 4 present the evaluation results of the AraBERT and CL-AraBERT models over the QRCD dataset in the two different
setups. In the subsections below, we have compared and analyzed the differences in the evaluation results after testing their statistical
significance using the paired Student-t test at a confidence level of 95%.

6.2.1. Comparing performance of CL-AraBERT to AraBERT (RQ1)
We start by addressing RQ1, which is concerned with observing the effect of further pre-training the MSA pre-trained model

with Classical Arabic data. Table 3 presents the overall performance of both models over the QRCD dataset in the different setups.
The results reveal two interesting observations. First, we notice that all versions of the fine-tuned classical models attained higher

pAP scores than their counter AraBERT models that were fine-tuned in the same way. The differences between these scores were
all statistically significant. For example, CL-AraBERTmsa attained a lead of 7.3 and 4.8 points on its 𝑝𝐴𝑃 scores over AraBERTmsa in
the holdout and CV setups, respectively (Table 3). This finding suggests that the classical model consistently outperforms the other
non-classical one on the QRCD dataset when both models undergo the same fine-tuning procedure. As such, we can affirm that such
improvements in performance are mainly attributed to the further classical pre-training using a large segment from the Classical
Arabic corpus OpenITI (Romanov & Seydi, 2019).

Second, among all models, CL-AraBERTmsa+𝑞𝑟𝑐𝑑 attained the best 𝑝𝐴𝑃 scores in the two experimental setups, achieving an
improvement of 6.1 and 3.8 points over AraBERTmsa+𝑞𝑟𝑐𝑑 in the CV and the hold-out setups, respectively. This shows the importance
of fine-tuning using both non-classical and classical MRC training sets along side the classical pre-training. We address this further
in the next section.
14
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Table 4
Results of the fine-tuned CL-AraBERT and AraBERT readers across question types in the QRCD dataset. The letters ‘‘S’’ and ‘‘M’’ correspond
to ‘‘single-answer’’ and ‘‘multi-answer’’ questions, respectively. In each column, differences between the scores annotated with the same
model reference letter are statistically significant. Best results are boldfaced in each experimental setup.
Model Qst. type Holdout setup Cross-validation setup

𝐹1@1 EM 𝑝𝐴𝑃@10 𝐹1@1 EM 𝑝𝐴𝑃@10
(𝑎) AraBERT𝑚𝑠𝑎 S 38.72𝑓 11.50𝑐𝑓 41.90𝑐𝑑𝑓 32.59𝑏𝑐𝑑𝑒𝑓 10.22𝑏𝑐𝑑𝑒𝑓 35.41𝑏𝑐𝑑𝑒𝑓

M 27.50𝑑𝑓 30.16𝑏𝑐𝑑𝑒𝑓

(𝑏) AraBERT𝑞𝑟𝑐𝑑 S 30.89𝑐𝑑𝑓 11.50𝑐𝑑𝑓 37.77𝑐𝑑𝑓 37.55𝑎𝑐𝑒𝑓 19.28𝑎𝑐𝑑𝑓 42.74𝑎𝑐𝑒𝑓
M 31.96𝑓 37.3𝑎𝑐𝑓

(𝑐) AraBERT𝑚𝑠𝑎+𝑞𝑟𝑐𝑑 S 41.99𝑏𝑒 18.14𝑎𝑏 47.45𝑎𝑏𝑒 45.84𝑎𝑏𝑑𝑒 26.84𝑎𝑏𝑑𝑒 50.42𝑎𝑏𝑑𝑒𝑓
M 37.66 45.01𝑎𝑏𝑑𝑒

(𝑑) CL-AraBERT𝑚𝑠𝑎 S 45.68𝑏𝑒 19.03𝑏 48.97𝑎𝑏𝑒 36.98𝑎𝑐𝑒𝑓 14.59𝑎𝑏𝑐𝑒𝑓 40.18𝑎𝑐𝑒𝑓
M 37.47𝑎𝑓 34.56𝑎𝑐𝑓

(𝑒) CL-AraBERT𝑞𝑟𝑐𝑑 S 34.85𝑐𝑑𝑓 15.49𝑓 41.40𝑐𝑑𝑓 40.94𝑎𝑏𝑐𝑑𝑓 21.19𝑎𝑐𝑑𝑓 45.61𝑎𝑏𝑐𝑑𝑓
M 35.76𝑓 40.25𝑎𝑐𝑓

(𝑓 ) CL-AraBERT𝑚𝑠𝑎+𝑞𝑟𝑐𝑑 S 𝟒𝟕.𝟐𝟓𝑎𝑏𝑒 𝟐𝟑.𝟖𝟗𝑎𝑏𝑒 𝟓𝟐.𝟒𝟒𝑎𝑏𝑐𝑒 𝟒𝟗.𝟔𝟖𝑎𝑏𝑑𝑒 𝟐𝟖.𝟎𝟏𝑎𝑏𝑑𝑒 𝟓𝟑.𝟗𝟕𝑎𝑏𝑐𝑑𝑒
M 𝟒𝟕.𝟓𝟑𝑎𝑏𝑑𝑒 𝟒𝟕.𝟒𝟎𝑎𝑏𝑑𝑒

6.2.2. Transfer learning from MSA to Classical Arabic (RQ2)
We address the second research question (RQ2), that is concerned with observing the gains in performance due to cross-lingual

ransfer learning, by comparing the performance of the pre-trained models that are fine-tuned using both QRCD and MSA datasets
with the models that are fine-tuned using only one of them.

We start by comparing the performance of AraBERT𝑞𝑟𝑐𝑑 reader to the AraBERTmsa+𝑞𝑟𝑐𝑑 reader. The latter model attained better
𝑝𝐴𝑃 scores than the former by 8.6 and 7.4 points in the holdout and CV setups, respectively (Table 3). Similar improvements
were also witnessed by CL-AraBERTmsa+𝑞𝑟𝑐𝑑 in comparison to CL-AraBERT𝑞𝑟𝑐𝑑 as shown in Table 3. These statistically significant
differences over the 𝑝𝐴𝑃 evaluation scores are considered gains in performance, which were conquered due to fine-tuning using the
relatively large reading comprehension MSA dataset. The Arabic SQuAD dataset provided 48.3k question-passage-answer triplets,
while the ARCD-train dataset provided another 693 triplets as training examples (Mozannar et al., 2019).

However, relying exclusively on MRC datasets in MSA only (without MRC datasets in Classical Arabic) may not be sufficient
for our MRC task on the Holy Qur’an. Comparing the performance of AraBERTmsa+𝑞𝑟𝑐𝑑 and CL-AraBERTmsa+𝑞𝑟𝑐𝑑 with their
counter models that were exclusively fine-tuned using the two MSA datasets, has revealed this gap, especially in the CV setup.
AraBERTmsa+𝑞𝑟𝑐𝑑 outperformed AraBERTmsa by ∼14.9 points on its 𝑝𝐴𝑃 score (Table 3). Likewise, CL-AraBERTmsa+𝑞𝑟𝑐𝑑 outperformed
CL-AraBERTmsa by ∼13.8 points on its 𝑝𝐴𝑃 score (Table 3). The 𝑝𝐴𝑃 scores in the holdout setup have also revealed this difference
in performance, but with a lesser extent.

While the performance using MSA-only datasets is fair, the above findings demonstrate the impact of the QRCD dataset (as a
Classical Arabic resource) in boosting performance of classical and non-classical models, despite its relatively modest size of 1337
question-passage-answer triplets. They also suggest that MSA resources can be used in transfer learning to enhance the performance
of MRC tasks on the Holy Qur’an, but it would be essential to complement them with Classical Arabic resources as well to attain better
performance. Any gains due to transfer learning could be mainly attributed to the existing similarity between MSA and Classical
Arabic with respect to morphology and syntax characteristics. Nevertheless, Classical Arabic remains richer in lexis (Sharaf & Atwell,
2012), despite the contemporary western words that found their way into MSA through translation or transliteration.

6.2.3. Performance across question types (RQ3)
With 14% of the question-passage pairs in QRCD comprising two or more answers, it was imperative to address our third research

question regarding the performance of CL-AraBERT over multi-answer questions in comparison to single-answer questions.
Table 4 presents the comparison in terms of all possible measures over both experimental setups. It is clearly noted that, in

both setups, all the fine-tuned models performed better, in terms of 𝑝𝐴𝑃 , on single-answer questions in comparison to multi-answer
questions. This is not very surprising given that the majority of the training examples in QRCD and all the training examples in the
two MSA datasets are for single-answer questions. Moreover, multi-answer questions are naturally more challenging, hence typically
harder. Again, CL-AraBERTmsa+𝑞𝑟𝑐𝑑 was the pioneer in outperforming all the other models on both question types by attaining the
ighest 𝑝𝐴𝑃 , 𝐹1@1 and EM scores. Its 𝑝𝐴𝑃 scores on single-answer questions were better than those on multi-answer questions by
.9 points in the holdout setup, and 6.6 points in the CV setup.

In general, we note that the range of the EM scores, in comparison to the 𝐹1@1 and 𝑝𝐴𝑃 scores in Table 4, was the lowest
ranging from 10.22 to 28.01 points), while the range of the 𝐹1@1 scores was relatively higher (ranging from 30.89 to 49.68).
his makes the range of the 𝑝𝐴𝑃 scores the highest (ranging from 27.50 53.97). This finding suggests that the 𝑝𝐴𝑃 evaluation
15
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Fig. 5. A failure example (a) and a semi-failure example (b) of multi-answer questions. The first was incorrectly answered and the second was partially
answered by CL-AraBERTmsa+𝑞𝑟𝑐𝑑 .

easure could be the most sensitive to improvement/deterioration in performance because it is rank-based and inherently sensitive
o partial/exact matches, which in turn makes it less stringent than the EM and 𝐹1@1 set-based measures. The latter two measures

are considered stringent because they only consider the top prediction in the evaluation, with 𝐹1@1 more lenient as it rewards
partial matching.

6.2.4. Performance analysis
In this section, we discuss and present several failure and success examples (in Figs. 5 through 9) in an attempt to understand

the weaknesses and strengths of the fine-tuned CL-AraBERTmsa+𝑞𝑟𝑐𝑑 reader model (since it is the best performing model) on the
QRCD dataset. This performance analysis would provide insights towards future directions to build on its strengths and address its
weaknesses.

We recall that multi-answer and single-answer questions in QRCD comprise factoid and non-factoid question types. Failure to
answer some questions could be attributed to one or more of the following challenges, though CL-AraBERTmsa+𝑞𝑟𝑐𝑑 was able to
overcome some of these challenges for other questions, as demonstrated in the success examples:

(1) Evidence-based answers. While the literary style of the Qur’anic verses may resonate very well with the answer types of
factoid questions, they may not fully comply with traditional natural language answers to non-factoid questions. This would
tend to make answering such questions more challenging. For example, answer(s) to a yes/no question can only be drawn
from Qur’anic verses that provide evidence that asserts or negates that question. In general, answers to non-factoid questions
are mostly evidence-based in the Holy Qur’an. For the multi-answer question in Fig. 5(a), the reader failed to return the two
answers which provide evidence that prophet Muhammad (PBUH) did not author the Qur’an, while in Fig. 6(a), it succeeded
in returning the two evidence-based answers to the challenging why question. Another failure example and another success
example related to this challenge are exhibited in Figs. 7(b) and 6(b), respectively.
We note that some of the examples mentioned above (such as Figs. 7(b) and 6(a)) may also demonstrate one or more of the
challenges described in the next points below.

(2) Multi-verse reasoning. Many questions require multi-verse/sentence reasoning and coreference resolution to extract the
correct answer span. In Fig. 7(a), we speculate that our reader failed to correctly answer the why question because it requires
multi-verse reasoning. Also, the presence of the common word (‘‘al-jub’’ in Arabic, which means ‘‘a well’’ in English) between
the question and the wrongly predicted answer could have provided a false clue. On the other hand, the reader seems to
have succeeded in applying multi-verse reasoning and coreference resolution to answer the two factoid questions in Fig. 8(a)
and (c), despite the relatively large distance between the antecedents (highlighted in yellow) and the reference expressions
(highlighted in blue) in the respective Qur’anic passages; the distance reached 2 verses with ∼78 words for the anaphoric
(i.e., coreference) expression in Fig. 8(a), and 2 verses with ∼33 words for the expression in Fig. 8(c).
16
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Fig. 6. Two success examples of multi-answer questions correctly answered by CL-AraBERTmsa+𝑞𝑟𝑐𝑑 .

Fig. 7. Three failure examples of single-answer questions that were not correctly answered by CL-AraBERTmsa+𝑞𝑟𝑐𝑑 . Text highlighted in blue is the reference
expression to the preceding antecedent highlighted in yellow. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
17
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Fig. 8. Three success examples of single-answer questions correctly answered by CL-AraBERTmsa+𝑞𝑟𝑐𝑑 . Text highlighted in blue represent reference expressions
to the respective preceding antecedents highlighted in yellow. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

Fig. 9. An example that demonstrates two types of partial failure: missing to predict/extract the third gold answer component, and predicting an answer span
that includes a non-essential word/phrase.
18
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(3) Vocabulary mismatch. The classical challenge of vocabulary mismatch between the question and answer vocabularies has
also contributed to some failure incidences. For the multi-answer question in Fig. 5(b), the reader failed to return the first
gold answer component (probably due to the absence of any term overlap), but interestingly, it was able to return the second
answer component despite the absence of any term overlap.
Another interesting example is demonstrated in Fig. 7(b), where the reader failed to answer the single-answer question not
only due to the absence of term overlap, but also due to the nature of the answer being evidence-based (as mentioned earlier);
however, the reader was able to return the answer term (‘‘al-tayr’’ in Arabic, which means ‘‘a bird’’ in English) by associating it
to the question term (‘‘al-haywanat’’ in Arabic, which means ‘‘animals’’ in English). This could be considered an implicit form
of query expansion. Moreover, Fig. 8(b), demonstrates another vivid example of implicit query expansion, where the reader
has successfully returned the two occurrences of the gold answer (‘‘al-naciya’’ or ‘‘naciya’’ in Arabic, which means ‘‘forepart
of the head’’ in English) to the single-answer question, despite the absence of any term overlap between the question and the
gold answer terms.
Finally, Fig. 6(a) showcases the reader’s ability to successfully answer the why question by conquering both challenges, the
vocabulary mismatch challenge and the evidence-based nature of the answer challenge (as mentioned under the first challenge
above).

(4) Incorrect verse context. Another challenge is predicting a gold-matching answer span that is not extracted from the gold
verse intended, i.e., the context verse that belongs to the original verse-based direct answer(s) to which the annotators
extracted the gold answer spans from. We recall that the direct answers were initially annotated, based on their contexts,
by Qur’an experts while developing AyaTEC (Malhas & Elsayed, 2020). As such, the adopted evaluation measures will not
reward a system/model for predicting such an answer given that the answer matching function is based on token positions, as
explained in Section 5.1. For the factoid and single-answer question in Fig. 7(c), the reader returned the wrong occurrence of
the gold answer (highlighted in pink) that is located outside the correct gold context that includes the coreference expression
(highlighted in blue) to the antecedent, which happens to be the gold answer (highlighted in yellow).

(5) Partial failures. There were also some partial failures due to one or more of the following reasons: (i) not predicting all
the answer components of a multi-answer question (e.g., missing the third gold answer component in Fig. 9); (ii) partially
predicting an answer, while leaving out an essential word/phrase (e.g., the first predicted answer in Fig. 7(b)); or (iii)
predicting an answer span that includes a non-essential word/phrase (e.g., the second predicted answers in Figs. 9 and 5(b)).

As a future direction to enhance performance over multi-answer questions, we may consider casting the reading comprehension
ask as a sequence tagging problem to increase the probability of predicting and discovering all the answer components. Another
uture direction to enhance multi-verse reasoning, over both question types, is to improve coreference resolution by exploiting the
urAna corpus by Sharaf and Atwell (2012), which is a large corpus of the Qur’an annotated with pronominal anaphora.

.3. General implications

Our work has several theoretical and practical general implications summarized below.

• QRCD encouraging further research on the problem. We note that the attained scores by the best performing
CL-AraBERTmsa+𝑞𝑟𝑐𝑑 model are relatively modest, implying that the QRCD dataset is challenging enough to hopefully trigger
further development of state-of-the-art MRC models to enhance performance on this dataset and the task, especially for non-
factoid and multi-answer questions. Moreover, being the first extractive Arabic MRC dataset on the Holy Qur’an, QRCD would
provide a common experimental testbed for evaluating and fairly comparing the performance of future research work on this
task.

• Major step towards retriever-reader QA models on Holy Qur’an. We also perceive CL-AraBERTmsa+𝑞𝑟𝑐𝑑 (or any future
fine-tuned classical reader model) as an integral component towards the development of a closed-domain retriever-reader QA
model on the Holy Qur’an, where the model gets an MSA question only and aims to find the answer anywhere in the Holy
Qur’an.

• Leveraging CL-AraBERT for other CA-related tasks. In a broader context, and based on the promising finding regarding
the improvements brought upon by classical pre-training, our further pre-trained CL-AraBERT model can also be exploited for
developing other NLP tasks on the Holy Qur’an and CA text, such as detecting semantic similarity between Qur’anic verses,
and question answering on Hadith or Exegeses of Qur’an.

• Facilitating partial-matching evaluation for other tasks. On the evaluation front, we believe that the introduced Partial
Average Precision (𝑝𝐴𝑃 ) measure and the novel matching method (of predictions against ground truths) addresses an existing
gap in the literature, not only in the context of evaluating multi-answer questions, but also in the context of evaluating other
similar NLP tasks where ground truth is composed of more than one span component that might be partially-matched by the
systems, e.g., the task of Named Entity Recognition (NER) in tweets. We note that the notion of partial matching, addressed
19
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7. Conclusion and future work

Motivated by the success of transformer-based neural models on reading comprehension tasks, and the lack of Arabic datasets
nd systems for extractive MRC on the Holy Qur’an, we introduced QRCD as the first Qur’anic Reading Comprehension Dataset. It is

composed of 1337 question-passage-answer triplets for 1093 questions that are coupled with their corresponding Qur’anic passages.
As the questions in QRCD include multi-answer (besides single-answer) questions, the dataset presents an additional challenge to
he task. We also introduced CL-AraBERT (CLassical AraBERT), which is a further pre-trained version of AraBERT using about
.05B-word Classical Arabic corpus to complement the MSA resources used in pre-training the initial model, and make it a better
it for NLP tasks on CA text such as the Holy Qur’an. Finally, we fined-tuned CL-AraBERT as a reader using two MRC datasets in
SA, prior to fine-tuning it using our QRCD dataset. Casting the problem as a cross-lingual transfer learning task from MSA to CA

was necessary, not only to address the challenge of having the questions posed in MSA and their answers in Qur’anic CA, but also
to overcome the modest size of the QRCD dataset.

The need to evaluate the CL-AraBERT reader, or any other extractive MRC system, on multi-answer questions was an eye-opener
o the absence in the literature of rank-based measures that can fairly integrate partial matching in the evaluation. As such, we
ntroduced a simple yet novel method to fairly (and partially) match the predicted answers against their respective gold answers,
hich we employed in the proposed Partial Average Precision 𝑝𝐴𝑃 rank-based measure; 𝑝𝐴𝑃 is an adapted version of the traditional

Average Precision measure to integrate partial matching.
We empirically showed that the fine-tuned CL-AraBERT reader model significantly outperformed the similarly fine-tuned

AraBERT baseline model. In general, the CL-AraBERT reader performed better on single-answer questions in comparison to multi-
answer questions. Moreover, it has also outperformed the baseline over both types of questions. Furthermore, despite the essential
contribution of fine-tuning with the MSA datasets, relying exclusively on those datasets (without MRC datasets in CA, such as QRCD)
was shown to be only sub-optimal for our reader models. This finding demonstrates the relatively high impact of the QRCD dataset,
despite its modest size.

With the CL-AraBERT reader model attaining 𝑝𝐴𝑃 (our newly adapted performance measure) of 51.49 and 53.28 in the holdout
nd cross validation experimental setups over QRCD, respectively, we believe there is still room for improving its performance. As

such, we make the CL-AraBERT model and the QRCD training set publicly available to the research community hoping to elicit
state-of-the-art research in Arabic MRC and NLP on the Holy Qur’an and Classical Arabic text, such as Hadith, Exegeses of Qur’an
and beyond. A future direction worth exploring is the use of diacritized Arabic text in pre-training and fine-tuning the reader models
to study their effect in disambiguating the meaning of Qur’anic verses, and enhancing multi-verse reasoning. On the other hand,
research is also needed to explore if recent advances in transformer-based pre-trained language models (that leverage context) are at
least on par with the use of diacritics in word sense disambiguation. Another interesting future path for our task is to develop MRC
systems that abstain from answering rather than providing a wrong answer. Another future direction that could be considered for
enhancing performance is to use the more recent released versions of AraBERT (AraBERTv0.2 base and large).22 Alternatively, other
Arabic BERT-like or transformer-based models that were trained on MSA resources, such as ARBERT (Abdul-Mageed, Elmadany,
et al., 2021) and AraELECTRA (Antoun et al., 2021), are worth pre-training using the Classical Arabic corpus.

We conclude with a word of caution concerning the unstructured topic diversity of the Holy Qur’an, which poses a very critical
challenge to machine learning (ML) and artificial intelligence (AI) approaches, not to generate results out of their intended context.
Therefore, we, as researchers, should be extra cautious of using the results of learned models without the involvement of Qur’an
scholars. Bashir et al. (2021) discuss the caveats and potential pitfalls in the Qur’anic NLP research that we should be wary of.
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Appendix. Example of 𝒑𝑨𝑷 evaluation

In this appendix, Fig. 10 presents a full example on how the proposed rank-based measure (Partial Average Precision) 𝑝𝐴𝑃 is
computed. The example compares the performance of two different systems given the same question, to showcase its fairness. System
𝐴 attains a better 𝑝𝐴𝑃 score than system 𝐵 although both predict the same set of answers but in different ordering. 𝑝𝐴𝑃 perfectly
rewards system 𝐴 since it exactly predicts the two correct answers at ranks 1 and 2, while system 𝐵 predicts the first correct answer
partially at rank 1, and predicts the second answer exactly at rank 4.

Fig. 10. Full example of how 𝑝𝐴𝑃 evaluation measure is computed given the returned answers of two different systems on the same question.
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