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In the current paper, and for the first time, spectrophotometry coupled with a set of factorial designs was executed as a new tool for investigating the interaction between p-synephrine (p-SY) and p-chloranil (p-CHL). Two types of complexes were observed as a result of this interaction. The first complex, an intermolecular charge transfer complex, was measured at 452 nm, while the second, an intramolecular charge transfer complex, was measured at 536 nm. A chemometric assisted screening and optimization of the absorbance at the two wavelengths was scrutinized. As a screening procedure, a 2-level full factorial design (2^4-FFD) was employed. Method variables, such as reaction temperature, heating time, reagent volume, and solvent type were considered and the response was measured at the individual wavelengths. With the help of Pareto analysis, and ANOVA testing (following a response transformation employing Box–Cox treatment), variables ascertained to be significant (p < 0.05) were selected. Significant factors were carefully adjusted, exploiting a response surface methodology (RSM) with a face-centered central composite design (FCCCD). Afterwards, and with the help of the overlaid contour plots, and Derringer’s desirability function, the multiple responses (Y_1 and Y_2) were simultaneously optimized and consolidated into a unified performance characteristic. The proposed model denoted the efficacy of experimental designs in adjusting the reaction variables and maximizing the output. Scott’s plot, and other models were used to determine the formation constant of a 1 : 1 complex. Validation of the proposed procedure was performed using ANOVA. Linearity, detection and quantification limits as well as accuracy, within-day and intermediate precisions have been assessed following ICH guidelines for evaluation of analytical procedures.

1. Introduction

Synephrine (SY) is chemically recognized as 4-[1-hydroxy-2(methyl amino)ethyl]phenol (Scheme 1). Though being available via synthetic routes, SY was originally isolated from natural sources such as bitter orange. Acting by stimulating many receptors (α_1, α_2, β_1, β_2, β_3 and 5-HT) to different degrees, SY has a wide variety of biological effects. Uses of SY as antihypotensive, and in treatment of conjunctival congestion have been reported. The controversial usage of SY as a thermogenic agent either alone or in combination with caffeine, has forced many regulations. According to Health Canada, weight loss products containing SY and caffeine are not allowed. Reviewing literature showed that most of the described procedures for SY determination are chromatographic approaches, which might not be suitable for routine applications. Having a look on the chemical structure of p-SY, Scheme 1, with its electron rich benzene ring, and electron donating hydroxyl and 2’-amino groups, one can observe its suitability for being an electron donor. To the best of our knowledge, no spectrophotometric procedure based on charge transfer complex (CTC) formation was reported for p-SY determination. With a variety of applications, donor (D)–acceptor (A) molecular interactions with subsequent formation of CTCs have become the focus of a variety of many recent investigations. Studying the electron transfer process between p-SY and quinones, which are known to be popular electron acceptor molecules, and which exist in many pharmaceutical products, would be of interest. p-Chloranil (p-CHL; tetrachloro-1,4-benzoquinone) was chosen for this study because of its promising property as an active electron accepting quinone. With four electron withdrawing chlorine atoms and a positive redox potential of 278 mV in acetonitrile (vs. NHE), p-CHL is a special electron pulling molecule for this study. In the current investigation, interaction of p-SY (as electron donor) with p-CHL (as electron acceptor) resulted in formation of a colored CTC. Two major peaks were detected and were attributed to the formation of intermolecular (inter, yellow colored, Y_1, 452 nm) and intramolecular (intra, violet colored, Y_2, 536 nm) CTCs. In reality, both complexes were of interest, keeping in mind the probability of their application as a novel class of chromogenic sensors.
A common feature among all literature reported techniques for determination of \( p \)-SY is that they were all based on examination of one factor at a time (OFAT). This approach and though still being used in analytical method development confronts many problems. One of the major restraints associated with this practice is the need for a large number of experiments. Yet, the resulting depiction of “optimal conditions” and hence the system performance cannot be treated with a high degree of inevitability. One reason for that is the lack of assessment of variable–variable interactions in the models designed using OFAT. With an ability to reflect the statistical impact of the discrete independent variables and likewise their interactions through a much fewer number of experiments, multivariate analysis would be the ‘ideal’ approach in this case.\(^{23-25}\)

Two phases are usually recognized in building a factorial design: (1) screening and modelling: where all factors that might ‘shape’ the response are considered and only factors proved to have a vital effect on the anticipated response are selected; (2) tuning: where variable ‘best settings’ are modelled.\(^{23}\)

Formation of inter- or intra-CTC, in our case, was affected by many variables. These variables and as described by “Minitab® 17” are either “numerical”, such as reaction temperature, reagent volume and reaction time, or “text” such as solvent type, and diluting solvent.\(^{26}\) Formation of inter- and/or intra-CTC was viewed as two dependent response variables. Since more than one response is involved, a discrete analysis of these responses might lead to incompatibility findings. Thus, a compromised analysis that includes the overall response into the final model must be considered.\(^{27,28}\) One of the widely used approaches is the “desirability function” which is implemented in almost all software packages.\(^{29,30}\) This function is based on finding a ‘composite desirability’ or in other words, it combines the different responses into one mutual response.

With the purpose of maximizing and optimizing the multiple responses ‘absorbance’ of the CTCs resulting from interaction of \( p \)-SY and \( p \)-CHL; an experimental design (DOE) was utilized. A 2-level full factorial design (FFD) was used for the screening process, while a face-centred central composite design (CCD) was employed for optimization. A desirability function was used to optimize the multiple responses.

2. Experimental

2.1. Materials and reagents

All reagents were of analytical grade. \( p \)-SY was purchased from Sigma-Aldrich (USA) and it was used as received. An HPLC grade \( p \)-CHL was purchased from Merck (Darmstadt, Germany). The solvent ethanol was analytically pure. Both \( p \)-CHL and \( p \)-SY were prepared as 1 mM and 10 mM respectively in ethanol. Further dilutions with the same solvent were carried out to obtain different working solutions.

2.2. Apparatus

An Agilent diode array UV-Vis Spectrometer with 10 mm quartz cell was used for spectrophotometric measurements. A Jenway pH meter equipped with a glass combination electrode (UK) was used for adjusting pH of working solutions. A thermostatically controlled water bath (MLV, Salvis AG Emmenbruck, Luzern, Germany) was used throughout the work. A Minitab® 17 software (Minitab Inc., State College, Pennsylvania, USA) was used for screening and optimizing the factorial design.

2.3. Reaction procedure

Aliquots of standard \( p \)-SY solution (1–5 mM) were transferred into 10 mL test tubes, followed by 5 mL of \( p \)-CHL solution, and the volume was made up to the mark with ethanol. The mixture was heated up in a water bath (60 °C) for 25 minutes. The absorbance of the resulting colored solution was measured at (300–700 nm) against a reagent blank similarly prepared.

2.4. Experimental design

All the numerical variables that might affect the expected response are listed in Table 1. A 2-level FFD was used for the screening purpose. Upper and lower domains, in addition to one central point for each variable were defined. A \( 2^3 \)-FFD (18 runs in the base design, 2 blocks, and 2 centre points in total added to the matrix of design) was executed and all factors were kept free from aliasing. In the second phase, tuning was done using a response surface design. A face-centred central composite design (FCCCD) was employed where the model was created from the full factorial design by adding 16 cube points, 12 axial points, and 12 central points in axial. Twenty experiments were performed in the base run, totalling 40 experiments after two replicates and within 2 blocks. The optimized response was obtained employing a polynomial fit and taking into account the quadratic terms. Multiple response optimization was done using overlaid contour plots and a composite desirability function (D). Three events were considered. In the first case, the goal was to maximize both responses; \( Y_1 \) and \( Y_2 \).

Table 1 Screened numerical factors and response domains for a two-level \((2^3)\) full factorial design (FFD) premeditated for the charge transfer reaction

<table>
<thead>
<tr>
<th>Screened factor “Numerical”</th>
<th>Symbol</th>
<th>Low ((-))</th>
<th>Center ((0))</th>
<th>High (+)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>(A)</td>
<td>25.00</td>
<td>42.5</td>
<td>60.00</td>
</tr>
<tr>
<td>Reagent volume (mL)</td>
<td>(B)</td>
<td>1.00</td>
<td>3.00</td>
<td>5.00</td>
</tr>
<tr>
<td>Reaction time (min)</td>
<td>(C)</td>
<td>0.00</td>
<td>20.0</td>
<td>40.00</td>
</tr>
<tr>
<td>Response</td>
<td>(Y_1, Y_2)</td>
<td>Target</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
(absorbance of inter-CTC) and $Y_2$ (absorbance of intra-CTC). Alternatively, $Y_1$ was maximized while $Y_2$ was minimized. In the last scenario, $Y_1$ was minimized and $Y_2$ was maximized. Proposed models were validated using the analysis of variance (ANOVA) at 95.0% confidence limits.

### 3. Results and discussion

#### 3.1. Charge transfer complex formation reaction

Investigations of the interaction between $p$-SY and $p$-CHL, as shown in Scheme 2 and Fig. 1 revealed that different types of complexes were formed in a timely controlled manner. Upon mixing a colourless solution of $p$-SY and a pale yellow solution of $p$-CHL in ethanolic medium, a lemon yellow colored inter-CTC was instantaneously formed which corresponds to the bands at 384 nm and 452 nm (Fig. 1: blue line). The band at 452 nm, which corresponds to the formation of $p$-CHL radical anion, increased for a period of 2 min (Fig. 1: black line). After 2 min, the radical anion band at 452 nm started to decrease and the band at 384 nm increased over a period of 30 min (Fig. 1: green line). After 30 min, the band at 384 nm decreased and a new band at 536 nm formed gradually (orange line), which corresponds to the intra-CTC. A clear isosbestic point can be observed at 426 nm.

![Scheme 2](image2)

**Scheme 2** Suggested reaction mechanism for the formation of inter- and intra-CTCs due to interaction of $p$-SY with $p$-CHL.

#### 3.2. Assessment of substantial variables

As shown in Table 1; three factors were able to affect the interaction of $p$-SY with $p$-CHL. The executed screening design ($2^3$-FFD) allowed the determination of main as well as the interactions of these factors. Using Pareto chart of standardized effects, the magnitude of each factor on the anticipated responses was determined.

As shown in Fig. 2, the effect of the three factors as well as their second order interactions varied between $Y_1$ and $Y_2$. For both responses, the three main factors extend beyond the reference lines, indicating that all are substantial, with reagent volume ($B$, RV) being the most effective. The interactions (RV × RT) and (Temp × RV) strongly affected $Y_2$, in comparison to a minor effect in case of $Y_1$.

Similar implications were concluded employing half-normal and normal plots of standardized effects (figures are not shown).

On the other hand, detection of significant factors in the proposed multifactor model was also corroborated using ANOVA. In this test, all main effects as well as higher order interactions were considered. As shown in Table 2, the preliminary postulations were confirmed.

#### 3.3. Response transformation and modelling

Residual plots (normplot, histograms, residuals versus fits, and residuals versus order) were used to examine goodness of fit in regression and ANOVA. Obtained normal probability plots and histograms showed an “s-shaped” distribution in case of $Y_1$, compared to “bimodal” distributions in case of $Y_2$, implying...
that the response variance ($\sigma_Y^2$) and though being related to the data mean ($m_Y$) in certain way, is not constant.\textsuperscript{31} Response transformations were necessary in this case, Fig. 3.\textsuperscript{32} As shown in Fig. 4, a better normal distribution was obtained after running Box–Cox transformation,\textsuperscript{33} where:

\[
(Transformed \, response) \, Y' = \frac{Y}{\lambda} (transformation \, factor)
\]

Box–Cox plots were used to determine the need for data transformation as well as the optimal $\lambda$ value. As shown in Fig. 3, optimal $\lambda$ value was determined as the curve minima at 95.0% confidence interval (95.0% CI). Estimated $\lambda$ value was 0.5 and 0.23 in case of $Y_1$ and $Y_2$, respectively. A range of values within the 95.0% CI was tested in terms of $p$-value and Anderson–Darling (AD) statistic.\textsuperscript{34}

Transformation to normality was indicated primarily by $p$-values > 0.05. Moreover, smaller AD values; compared with non-transformed data further confirms that data are coming from a normal population. The most appropriate fit was obtained using $\lambda = 0.8$ in case of $Y_1$ and $0.6$ in case of $Y_2$. Fig. 4, shows the normal probability plots and histograms for $Y_1$ and $Y_2$, following response variable transformation to remove data skewness. The $R^2$ for the fitted model was 97.71% and 99.70% while the adjusted $R^2$ value was 95.14% and 99.37%, for $Y_1$ and $Y_2$ respectively. The regression equation for the proposed model in un-coded units is:

\[
Y_1^{0.8} = 0.1460 - 0.00274 Temp + 0.0582 RV - 0.00159 RT \\
+ 0.000099 Temp \times RV + 0.000019 Temp \times RT \\
+ 0.000096 RV \times RT - 0.000008 Temp \times RV \times RT \\
+ 0.0079 Ct Pt
\]
\[ Y_2^{0.6} = -0.0251 + 0.001250 \text{Temp} + 0.03352 \text{RV} - 0.000738 \text{RT} 
+ 0.000327 \text{Temp} \times \text{RV} - 0.000025 \text{Temp} \times \text{RT} 
+ 0.000680 \text{RV} \times \text{RT} + 0.000001 \text{Temp} \times \text{RV} \times \text{RT} 
+ 0.05232 \text{Ct Pt} \]

Fitting obtained data to either “normal” or 3-parameter Weibull distribution fit provided a good fit for obtained data, Fig. 4.
3.4. Response surface design

A trial for optimization of individual responses using optimization plots and employing individual desirability function (d) on screening data was performed. In general, the desirability function assesses how well a ‘blend’ of selected variables affects the target established for individual responses.26,28 According to the screening results, all main factors had a significant effect on the response (p < 0.05), Table 2. Thus the three factors were considered for the optimization stage. Domains for each factor were redefined and carefully re-adjusted. In case of Y1, reaction temperature was kept in the range of 25–40 °C, compared to 40–60 °C in case of Y2. Reaction time was in the range of 0–10 min for Y1 and 20–40 min for Y2. Reagent volume was kept at 2–5 mL in both cases. The following set of variables achieved the goal, maximum Y1: A = 35.0 °C, B = 5.00 mL, and C = 0 min. Implying that the CTC was formed on spot (upon mixing and at room temperature). For Y2, best conditions were A = 60.0 °C, B = 5.00 mL, and C = 40 min.

Both responses were initially described using a quadratic polynomial model. In case of Y1, normality of the assumption was not achieved. Exploiting Box–Cox normality plots showed that estimated λ value was 0.92 which can be rounded to 1, indicating that no need for transformation. However, a λ value of 0.6 showed the model best fit results. Subsequent ANOVA testing showed that formation of CTC at 452 nm would be best described using a reduced quadratic model, as follows:

\[
Y_1^{0.6} = 0.35610 + 0.12791RV - 0.05624RT - 0.04661Temp \times Temp + 0.04391RV \times RT
\]  

\[R^2: 95.78\%, Adj R^2: 94.51\%, \text{standard deviation: } 0.0258.\]

For Y2, the preliminary normality postulation was verified with no need for transformation. Formation of intra-CTC at 536 nm would be best described using the following quadratic model:

\[
Y_2 = 0.24891 + 0.01152Temp + 0.10368RV + 0.02323Temp \times Temp - 0.01892RT \times RT - 0.02145RV \times RV + 0.01126Temp \times RT + 0.02068Temp \times RV + 0.01126RT \times RV
\]

\[R^2: 96.58\%, Adj R^2: 94.86\%, \text{standard deviation: } 0.018.\]

According to eqn (4) and (5), the effect of Temp on Y1 was insignificant compared to its positive effect on Y2. On contrary, RT has a negative effect on Y1 compared to no effect on Y2. Quadratic factors had a negative effect in case of Y1. The two way interactions; however, had a positive impact on both Y1 and Y2.

In both cases, the high R² values, in addition to the insignificant lack-of-fit, designated that the proposed models describes each individual response with high significance.

Contour (2D) plots were used to investigate the probable relationship between the three variables. As shown in Fig. 5, the X and Y variables are plotted on the X and Y axes, respectively, and the response is denoted by the contour lines.

Results obtained from individual desirability plots, contour plots and polynomial eqn (4) and (5) are in good agreement.

3.5. Multiple response optimization

Analysing a single response was an easy exercise, where analysis of each model would simply pinpoint areas of desired results. On the other hand, simultaneous optimization of the two responses as a function of three variables was not that feasible. Two strategies were adopted for this purpose; overlaid contour plots and global desirability function. In both cases, and to account for both Y1 and Y2 at the same time, factor levels were returned to levels mentioned in Table 1.

3.5.1. Overlaid contour plots. This approach was implemented since only 2 responses are of interest. Simply, upper and lower limits for each response are defined. Contours for response bounds are then displayed vs. the two factors under study. An area that satisfies both responses is identified as the ‘feasible’ region.29,30 As shown in Fig. 6(a–c), overlaid contour plots of (a) Temp vs. RT, (b) RV vs. RT and (c) Temp vs. RV, were drawn at constant midpoint of the third variable. The white areas on Fig. 6 are the feasible regions where trade-off optimal values for both responses congregate. As shown in Fig. 6, reasonable Y1 and Y2 were obtained at any of the following combinations: (a) Temp 40–60 °C, RT 0–40 min and RV 3 mL; (b) RT 1–40 min, RV 2.5–4.6 mL and Temp of 42.5 °C; (c) RV 3–5 mL, Temp 30–60 °C and RT of 20 min. Since a single contour plot
might not portray a clear picture about the feasible area, overlaid contour plots for each 2 factors were considered at three hold values of the third variable (C01, C0, C0). Moreover, these combinations were also considered for three different scenarios (maximum Y1 + minimum Y2; minimum Y1 + maximum Y2; and maximum Y1 + maximum Y2). This necessitates creation of at least 27 graphs in total, an issue which makes the process of visual observation tedious. Furthermore, the process of overlaying was not that feasible since the ideal regions for each response are a bit distant from each other according to the findings of individual response optimizations using RSM.

### 3.5.2. Derringer function

As a multi-criteria optimization approach, Derringer function uses the individual desirability for each response to calculate the overall desirability employing the following function:

\[
D = \left(\sum_i d_i \right)^{1/r} = \left(\prod_{i=1}^m d_i^r\right)^{1/r}
\]

where \(D\) is the global desirability, \(d_i\) is the individual desirability, \(r\) is the importance of each response compared to the other, and \(m\) is the number of responses to be optimized. In general, the closer the value of \(D\) to 1.000, the higher the desirability of this variable combination on the proposed response.

As shown on Fig. 7, where the target was to maximize the absorbance at the two wavelengths, the composite desirability was 0.9956. This value is close to 1.0000, indicating that the selected optimal conditions are in favour of both responses. Table 3 shows the other scenarios proposed for optimizing the responses and the corresponding values of global desirability.

### 3.6. Spectral and physical characteristics of the CT complexes

The formation constant (\(K_{CT}\)) and the molar extinction coefficient (\(\epsilon\)) of the formed CTCs were determined using Scott’s linear equation. This equation can be written as:

\[
\frac{[A][D]}{d} = \frac{[D]}{\epsilon} + \frac{1}{K_{CT}\epsilon}
\]

where [A] and [D] are the initial molar concentrations of the electron acceptor and the electron donor, respectively, \(l\) is the optical path length of the cell and \(d\) is the absorbance of the

---

**Fig. 6** Overlaid contour plots for \(Y_1\) and \(Y_2\). Red and blue contour lines represent the boundaries for \(Y_1\) and \(Y_2\), respectively. The solid line (either red or blue) is the lower boundary of the response while the dashed line is the upper boundary of the same response.

**Fig. 7** Desirability function plots for the FCC design. The horizontal dashed blue lines represent current response values. The vertical solid red lines show the optimal value for each variable.
complex. This equation is applicable when \([D] \gg [A]\) and the complex absorbs at a wavelength where both electron acceptors and donors are completely transparent. \(K_{CT}\) and \(\varepsilon\) were calculated from the slope and the intercept of the curve obtained from the linear plots of \([A][D] \text{ vs } [D]\). Considering the inter-CTC measured at 452 nm, and formed employing ‘Case 2’ conditions mentioned in Table 3, Scott’s plot (figure not shown) was linear \((r^2 = 0.9984)\). The linearity of the Scott’s plot indicated the formation of 1 : 1 D : A complex. Values of \(K_{CT}\) and \(\varepsilon\) are listed in Table 4.

The large value of \(K_{CT}\) implies that the formed complex is strong. With some restrictions on concentrations \([D] \gg [A]\), Scott’s equation was not applicable (distorted linearity) when \([D] \approx [A]\). In this case, several models have been tested. The best linearity was obtained employing the following equation:\(^{32,34-41}\)

\[
\frac{1}{[D]} = K_{\text{intra-CTC}} \varepsilon [A] - K_{\text{intra-CTC}} \text{ } (8)
\]

Plotting \(1/[D]\) against \(1/d\) at 536 nm ‘Case 3, intra-CTC’ resulted in a linear plot \((r^2 = 0.9511,\) figure is not shown, Table 4).

The energy of the CTC can be calculated using the following formula:\(^{43}\)

\[
E_{CTC} = \frac{h\nu_{CTC}}{1243.667/\lambda_{CTC(nm)}} \text{ } (9)
\]

where \(\lambda_{CTC}\) is the wavelength at which CT bands absorb, Table 4.

Using the formation constant \((K_{CT})\), the standard free energy changes of CTC formation \((\Delta G^o)\) can be calculated using the following equation:\(^{44}\)

\[
\Delta G^o = -2.303RT \log K_{CT} \text{ } (10)
\]

where \(R\) is the gas constant \((8.314 \text{ J mol}^{-1} \text{ K}^{-1})\), \(T\) is the temperature in Kelvin, and \(K_{CT}\) is the association constant of inter- and intra-CTC at 25, and 60 °C respectively. Calculated \(\Delta G^o\) values were negative (Table 4), indicating that the reaction is spontaneous in the favour of CT complex formation.

The ionization potential \((I_D)\) of p-Sy as a donor; defined as the energy needed to remove one electron from the highest occupied molecular orbital (HOMO), can be calculated using the following formula:\(^{45-46}\)

\[
I_D(eV) = 5.76 + 1.53 \times 10^{-4} \nu_{CTC} \text{ } (11)
\]

where \(\nu_{CTC}\) is the wavenumber in cm\(^{-1}\) corresponding to inter- or intra-CTC band formed by the interaction of donor and acceptor, Table 4.

### 3.7. Validation of the proposed method

Statistical validation of the suggested method was performed following the regulations of International Conference on Harmonization (ICH) on analytical method validation.\(^{36,47}\)

#### 3.7.1. Linearity and range.

Under the optimized experimental conditions mentioned in Table 3, linear relationships between the \([p-SY]\) and absorbance of the colored reaction product at both wavelengths exist. Table 5 summarizes the optical and regression data for the intra-CTC at 536 nm. The standard deviation of residuals, \(S_{\text{res}}\), calculated as the \((SS/df)\) is a measure for the uncertainty in regression. The smaller the values of \(S_{\text{res}}\), the closer the residuals are to the straight line. In other words, the lower is the uncertainty in where the regression line actually lies.

Another measure of goodness-of-fit is the high value for coefficient of determination, \(r^2 = 0.9974\). Mean recoveries for application of the optimized procedure with the corresponding SD, and RSD are shown in Table 6.

#### 3.7.2. Limits of detection and quantification.

As shown in Table 5, LOD and LOQ for determination of p-SY using the proposed procedure are small enough to indicate the sensitivity of the proposed procedure.

### Table 3 Variable settings and optimal composite desirability values for three different response scenarios

<table>
<thead>
<tr>
<th>Response criteria</th>
<th>Temp (°C)</th>
<th>RT (min)</th>
<th>RV (mL)</th>
<th>Composite desirability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1: maximum (Y_1 + ) maximum (Y_2)</td>
<td>54.69</td>
<td>0</td>
<td>5.0</td>
<td>0.9956</td>
</tr>
<tr>
<td>Case 2: maximum (Y_1 + ) minimum (Y_2)</td>
<td>25.00</td>
<td>0</td>
<td>4.84</td>
<td>0.9952</td>
</tr>
<tr>
<td>Case 3: minimum (Y_1 + ) maximum (Y_2)</td>
<td>60.00</td>
<td>25.45</td>
<td>5.0</td>
<td>0.9355</td>
</tr>
</tbody>
</table>

\(a\) Composite desirability calculated employing eqn (6).

### Table 4 Spectral and physical properties of inter- and intra-CTCs

<table>
<thead>
<tr>
<th>System</th>
<th>Temp (K)</th>
<th>(\lambda_{CT}) (nm)</th>
<th>(K) (L mol(^{-1}))</th>
<th>(\varepsilon) (L mol(^{-1}) cm(^{-1}))</th>
<th>(E_{CT}) (eV)</th>
<th>(I_D) (eV)</th>
<th>(\Delta G^o) (J mol(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-CTC(^a)</td>
<td>298</td>
<td>452</td>
<td>875</td>
<td>5.55 \times 10(^5)</td>
<td>2.75</td>
<td>9.14</td>
<td>-1.68 \times 10(^4)</td>
</tr>
<tr>
<td>Intra-CTC(^b)</td>
<td>333</td>
<td>536</td>
<td>167</td>
<td>1.42 \times 10(^5)</td>
<td>2.32</td>
<td>8.61</td>
<td>-1.42 \times 10(^4)</td>
</tr>
</tbody>
</table>

\(a\) Complex was obtained employing ‘Case 2’ conditions. Scott’s plot [eqn (7)] was used to calculate the rest of parameters. \(b\) Complex was obtained employing ‘Case 3’ conditions. Inversed Benesi–Hilderbrand plot [eqn (8)] was used to calculate the rest of parameters.
3.7.3. Accuracy and precision. The accuracy and precision of the optimized procedure was determined at 95.0% CI. Assessment of accuracy and the within-day precision was performed by measuring the absorbance of the reaction product at three concentration levels of p-SY in 3–5 replicates on the same day (intra-day, Table 7). On the other hand, accuracy and intermediate precision were measured by assessing the same concentrations on three subsequent days (inter-day, Table 7). Results obtained indicate good accuracy and high precision of the proposed procedure as indicated by low values of Er, and RSD percentages respectively.

3.7.4. Robustness. System robustness was measured by employing minor variations in experimental conditions and noticing their effect on the anticipated response. The tested factors were those proved to be significant by the optimized factorial design, in addition to the wavelength. Variations were done as follows: wavelength ± 5 nm, temperature ± 5 °C, reaction time ± 5 min, and reagent volume ± 0.3 mL. The impact of these deliberate changes on both responses was minimal with RSD% value that doesn’t exceed 0.659% in case of Y1 and 0.702% in case of Y2.

It is noteworthy to mention that the impact of factorial change on the target response can be also tested by moving the red lines forming by measuring the absorbance of the reaction product at the optimized procedure was determined at 95.0% CI. The intra-day (n = 3), average of three concentrations of p-SY repeated three times in three successive days. The inter-day (n = 3), average of three concentrations of p-SY repeated three times within the same day.


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength, λ_{max} (nm)</td>
<td>536</td>
<td>Slope (b)</td>
<td>0.211</td>
</tr>
<tr>
<td>Linear range, (mM)</td>
<td>2.50–5.00</td>
<td>Intercept (a)</td>
<td>−0.3860</td>
</tr>
<tr>
<td>S_{b}</td>
<td>0.00538</td>
<td>r^2</td>
<td>0.9974</td>
</tr>
<tr>
<td>±\Delta S_{b}</td>
<td>0.00431</td>
<td>LOD (mM)</td>
<td>0.1599</td>
</tr>
<tr>
<td>S_{a}</td>
<td>0.02069</td>
<td>LOQ (mM)</td>
<td>0.5330</td>
</tr>
<tr>
<td>±\Delta S_{a}</td>
<td>0.01656</td>
<td>Residual SS</td>
<td>0.0005</td>
</tr>
<tr>
<td>S_{y/x}</td>
<td>0.01125</td>
<td>Regression SS</td>
<td>0.1950</td>
</tr>
</tbody>
</table>

\( a \) Regression equation: \( A = bc + a \), where \( A \) is the absorbance, \( C \) is concentration in mM, \( a \) is intercept, \( b \) is slope, \( S_{b} \) = SD of slope, \( ±\Delta S_{b} \) = confidence limit for slope, \( S_{a} \) = SD of intercept, \( ±\Delta S_{a} \) = confidence limit for intercept, \( S_{y/x} \) = SD of the regression, SS is sum of squares. \( b \) LOD = limit of detection, LOQ = limit of quantification, \( r^2 \) = coefficient of determination.

### Table 6
Application of the proposed procedure for determination of p-SY in bulk powder. Measurement was done at 536 nm applying ‘Case 3’ conditions listed in Table 3.

<table>
<thead>
<tr>
<th>Amount taken (mM)</th>
<th>Amount found (mM)</th>
<th>% recovery ( a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.50</td>
<td>2.49</td>
<td>98.80</td>
</tr>
<tr>
<td>3.00</td>
<td>2.95</td>
<td>100.67</td>
</tr>
<tr>
<td>3.50</td>
<td>3.53</td>
<td>101.50</td>
</tr>
<tr>
<td>4.00</td>
<td>4.06</td>
<td>100.83</td>
</tr>
<tr>
<td>4.50</td>
<td>4.53</td>
<td>98.33</td>
</tr>
<tr>
<td>5.00</td>
<td>4.94</td>
<td>99.60</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td></td>
<td>99.96 ± 1.249</td>
</tr>
<tr>
<td>RSD</td>
<td></td>
<td>1.249</td>
</tr>
</tbody>
</table>

\( a \) Average of 3 determinations.

### Table 7
Inter-day and intra-day accuracy and precision for the determination of p-SY using the proposed conditions of ‘Case 3’ at 536 nm.

<table>
<thead>
<tr>
<th>Concentration (mM)</th>
<th>Mean % recovery ( a ) ± SD</th>
<th>RSD (%)</th>
<th>Er (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-day precision and accuracy ( b )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>98.40 ± 0.400</td>
<td>0.406</td>
<td>1.601</td>
</tr>
<tr>
<td>3.50</td>
<td>100.76 ± 1.003</td>
<td>0.996</td>
<td>−0.762</td>
</tr>
<tr>
<td>5.00</td>
<td>99.47 ± 0.833</td>
<td>0.837</td>
<td>0.533</td>
</tr>
<tr>
<td>Intra-day precision and accuracy ( c )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.50</td>
<td>99.20 ± 1.058</td>
<td>1.066</td>
<td>0.800</td>
</tr>
<tr>
<td>3.50</td>
<td>99.14 ± 2.157</td>
<td>2.175</td>
<td>0.857</td>
</tr>
<tr>
<td>5.00</td>
<td>100.20 ± 0.800</td>
<td>0.798</td>
<td>−0.200</td>
</tr>
</tbody>
</table>

\( a \) Mean ± SD of 3 determinations. \( b \) The inter-day (n = 3), average of three concentrations of p-SY repeated three times in three successive days. \( c \) The intra-day (n = 3), average of three concentrations of p-SY repeated three times within the same day.

### References