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ABSTRACT 
 
      The multilevel modulation techniques of M–Differential Amplitude Phase Shift Keying (DAPSK) have 
been proposed in combination with Turbo code scheme for digital radio broadcasting bands below 30 MHz 
radio channel. Comparison of this modulation method with channel coding in an Additive White Gaussian 
Noise (AWGN) and multi–path–fading channels has been presented. The analysis provides an iterative 
decoding of the Turbo code. 
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I. INTRODUCTION 
 
      For digital radio broadcasting below 30 MHz, a standard transmission system has been specified in [1]. This 
system has to cope with multi–path propagation channels in realistic radio environment. The effect of frequency–
selective fading, which means that some of the paths strongly affect the radio channel, must be taken into account. 
Therefore, an efficient channel–coding scheme has to be used. Since hard decision decoding effectively reduces the 
distance of a code by a factor of two [2], soft decision decoding has to be applied in order to achieve good 
performance. 
 
      16 and 64–Quadrature Amplitude Modulation (QAM) are two candidates that have been proposed as modulation 
schemes for digital radio broadcasting application [3]. QAM is a coherent modulation technique that makes 
necessary the transmission of pilot signals for the channel estimation. An equalizer must be implemented which leads 
to an increased computation complexity in the receiver. As an alternative, a multilevel purely differential modulation 
technique, M–Differential Amplitude Phase Shift Keying (DAPSK) has been developed, which does not require any 
pilot symbols, channel estimation or equalization. An entire description of M–DAPSK in the un–coded case can be 
found in Appendix 1. For realistic comparison of these modulation techniques, the channel–coding scheme should be 
taken into account because the performance of soft decision decoding depends on the modulation technique. 
Therefore, the objective of this paper is to analyze the performance in the coded case [4]–[6]. 
 
      Turbo codes are a class of forward error correction codes that offer energy efficiencies close to the limits 
predicted by information theory [7]. The features of Turbo codes include parallel code concatenation, recursive 
convolution encoding, non–uniform interleaving and an associated iterative decoding algorithm. Although the 
iterative decoding algorithm has been primarily used for the decoding of Turbo codes, it represents a solution to a 
more general class of estimation problems such as: a data set directly or indirectly drives the state transitions of two 
or more Markov process. The output of one or more of the Markov processes is observed through noise; based on the 
observations, the original data set is estimated. Turbo codes can operate at low Signal–to–Noise Ratios (SNR) 
because the number of low weight code words is small [8]. The process of phase estimation and tracking becomes 
difficult to perform. Additionally, Turbo–decoding requires precise estimates of the channel gain and noise variance. 
A punctured convolution code proposed in [1] that has its bit error probability compared with Turbo code with 
similar decoding complexity (see Appendix 2) is not favorable. As far as we know, no proposal of Turbo code for 
DAPSK modulation has been made before as both DAPSK modulation and the Turbo code technique itself is rather 
new. Therefore, Turbo coded with DAPSK modulation has been analyzed. 
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      This paper is structured as follows. The performance of DAPSK modulation on various ring factors is described 
in Sec. II. In Sec. III, the error performance of coded system in a noisy channel is described. Numerical results for 
different information bit rates and channel coding bit rates are shown and discussed in Sec. IV over the same channel 
bandwidth. Finally, conclusions are drawn in Sec. V. 
 

II. PERFORMANCE WITH RING FACTORS 
 
      The performance of Turbo–coded modulated 16–DAPSK depends to great extent on the choice of the amplitude 
factor . This dependency is plotted in Fig. 1 for different signal–to–noise ratio per bit  and different 
channel conditions for a Turbo–coded system of code rate 1/3. The optimal amplitude factor slightly depends on 

 and is approximately 

α

o

ob /NE

b/NE 1.3α optimum =  for an Additive White Gaussian Noise (AWGN) and 1.4optimumα =  
for frequency–selective Rayleigh fading channels. The ring factor that minimizes the bit error rate will be true 
optimal ring factor of this modulation scheme because optimal thresholds are also a function of ring factor. An 
optimal ring factor occurs since the phase error probability increases when the ring factor is high and the amplitude 
error probability increases when the ring factor is low. This is because for fixed E , the size of the inner ring 
decreases with increasing ring factor and hence the signal points in that ring become closer together, thus the 
increase in error probability. 

ob /N

 
The optimal ring factor for circular 16–DAPSK as function of normalized maximum Doppler frequency f  (see 

Appendix 3) and average received  is shown in Fig. 2. The results indicate that for specific values of 

, where  is the bit period, lower optimal ring factors can be obtained when lower  is applied. 

Physically, either at high  or at high , the error in the system is dominated by the random FM noise, 
which changes the phase of the received signal rapidly. Hence, the variation of ring factor does not affect the error of 
the phase. At high f , the optimal ring factor of the modulation scheme will be higher than at low f . 
Therefore, the amplitude differential decoder can correctly decode the received signal even at lower ring factors and 
the received phase is less affected by random FM noise. 
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III. ERROR PERFORMANCES IN NOISY CHANNEL 

 
      Computer simulations were performed in order to make quantitative comparisons of the different multilevel 
modulation schemes (16–QAM, 8–DAPSK and 16–DAPSK) in an AWGN and frequency–selective Rayleigh fading 
channels. The comparative analysis of differential modulation/demodulation techniques considers the measurements 
and estimation of the channel characteristics. The channel model is described in Appendix 3. 
 
1. AWGN Channel 
 
      The performance of the three considered modulation schemes in an AWGN channel is presented in Fig. 3. 
Puncturing is used to increase the code rate to 1/2. For the interpretation of the simulation results, we concentrate on 
the essential  that guarantees a Bit Error Rate (BER) of 10ob /NE –5. Figure 3 demonstrates the performance of 16–
DAPSK–modulations. This comparison shows that a differential modulation technique that has a 16–DAPSK has a 
poor performance and it is not suitable for the considered digital radio broadcasting application. Since it requires an 
additional of about 2 dB in  for the same transmission quality compared with 16–QAM performance. A 
fundamental performance improvement shows the BER curve for 8–DAPSK modulation. This differential 
modulation scheme reduces the above–mentioned 2 dB differences in E  to a value of approximately 0.5 dB. 

The simulation results in an AWGN channel show an advantage of approximately 2 dB in  for the 16–QAM 
modulation in comparison to the 16–DAPSK modulation techniques. However, there are some advantages in the 
computation complexity of 16–DAPSK receivers, which is the main motivation for this suggestion. The performance 
of 16–QAM with punctured convolution code as proposed in [1] is shown on the same figure under the same total bit 

ob /NE

ob /N
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rates for the purpose of comparisons for the two systems. For code rate of 1/2 (for example) as shown in Fig. 3(b), 
the performance of 16–DAPSK with Turbo code requires an additional 3.4 dB in  compared with 16–QAM 
with punctured convolution code under the same BER. This means that there is about 1 dB penalty compared with 
the system in [1]. The punctured convolution code of [1] has 1/4–mother code rate and a constraint length of 7. The 
octal forms of the generator polynomials are 133, 171, 145 and 133. 

ob /NE

 
 (a) AWGN channel 

 
 (b) Frequency–selective Rayleigh fading channel with path 1 

 
 (c) frequency–selective Rayleigh fading channel with path 3 

 
Fig. (1) Influence of the ring factor on the bit error rate of Turbo 1/3 coded with 16–DAPSK 
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Fig. (2) Optimal ring factor of circular 16–DAPSK as function of normalized maximum Doppler frequency 
and Eb/N0 

 
2. Frequency–Selective Rayleigh fading channel 
 
      High data–rate transmission in digital radio channels has to cope with multi–path propagation that occurs 
especially in the case of portable receiver applications and/or reflections on moving targets within the radio channel 
for stationary receivers. Our simulations are based on the propagation model given in [1] and are shown in Table 3. 
Exact knowledge about the radio channel behavior is not yet available for digital radio broadcasting applications. 
The modification of the channel impulse response is arranged according to Rayleigh–distributed amplitude and 
uniformly distributed phase for each path of the propagation model. Figure 4 demonstrates the simulation results of 
16–DAPSK techniques in frequency–selective Rayleigh fading channel. The performance in the multi–path 
propagation environment shows the typical characteristic of a Rayleigh fading channel. These results are valid for the 
coded case of rates 1/3 and 1/2. The performance for 16–QAM–modulation technique for both Turbo and punctured 
convolution codes [1] has been calculated in path 1 of the radio channel. We are interested in the performance 
comparison between the 16–QAM and the 16–DAPSK modulation technique in a frequency–selective Rayleigh 
fading channel and in the coded case of Turbo codes. The difference between 16–DAPSK and 16–QAM is 
approximately 2.5 dB for BER of 10–5, for example under path 1 and for code rate of 1/3. The performance is 
improving as  decreases. Clearly, 16–QAM performs better than circular 16–DAPSK. Since coherent 
detection performs up to 3 dB better than its differential counterpart. In addition, from the point of view of energy 
per bit, 16–QAM has a more efficient signal constellation than 16–DAPSK. For these modulation schemes, the 
relative power saving in an AWGN channel is given in [9]. However, applying coherent detection in the mobile radio 
environment is a very difficult task since highly accurate carrier recovery and phase tracking is required at the 
receiver. For systems such as 16–QAM, it is also important to accurately track the fading envelope. In practice, 
imperfections in these tracking circuits can seriously degrade a coherent system. This indicates the importance of 
selecting the proper channel model in order to accurately predict the performance of Turbo–coded system. The 
simulation results show that the system with lower code rate using 16–QAM with Turbo code perform better than the 
system using 16–QAM with punctured convolution code for almost all values of  of interest. To achieve 

BER of 10

sDsh Tf

ob /NE
–5, 16–QAM with punctured convolution code requires 3 dB in  higher than that for Turbo code 

with rates between 1/2 and 1/3. When  is smaller than 6 dB, only 16–QAM with punctured convolution can 
effect communication, because of its high error correction ability and high accumulated BER. 

ob /NE

ob /NE

76 



Engineering Journal of the University of Qatar, Vol. 16, 2003, pp.73-86 
 

 
(a) Code rate = 1/3 

 

 
(b) Code rate = ½ 

 
Fig. (3) Performance of different modulation schemes in an AWGN channel 

 
IV. TRANSMISSION OF HIGHER BIT RATE 

 
      The error performance of circular 16–DAPSK with Turbo code has been analyzed for an AWGN and frequency–
selective Rayleigh fading channels. The numerical results have shown that although the error probability of circular 
16–DAPSK is slightly worse when compared with 16–QAM under the same bit rate transmission, it is superior when 
compared with 64–DAPSK with 4 times bit rate compared with 16–DAPSK. Suppose the transmission bandwidth is 
fixed for the two cases of 16 and 64–DAPSK. So, for the same bandwidth, 64–DAPSK can carry 4 times the bit rate 
of 16–DAPSK. This implies to use higher bit rate transmission over the same channel bandwidth [2]. 
 
      In many applications, the desired data rate far exceeds the available bandwidth. In such cases, it is necessary to 
increase the spectral efficiency of the communication system. Increasing the size of the signaling constellation does 
this; the symbol transmission rate (and thus the Nyquist bandwidth) remains the same, but the number of possible 
values taken on by each symbol is increased. Figure 5 shows the performance of 1/3 Turbo code rate over 16 and 64–
DAPSK modulators with different bit rates (64–DAPSK modulator carries 4 kb/s information signal and channel 
coding whereas 16–DAPSK modulator carries 1 kb/s information signal) 
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(a) code rate = 1/3 

 
(b) code rate = 1/2 

 
Fig. (4) Performance of 16–DAPSK modulation technique in frequency–selective Rayleigh fading channel 

 

 
Fig. (5) Performance of 16 and 64–DAPSK modulators under the same transmission bandwidth 
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      The simulation shows 64–DAPSK with 1 kb/s information signal and 3 kb/s channel coding is superior to 16–
DAPSK modulator with 1 kb/s information signal by approximately 0.3 dB. From the figure, it is shown that in 64–
DAPSK, as the information bits is increasing; the performance becomes comparable with 16–DAPSK modulator 
because of the decreasing in the bits of encoding in the transmitted signal. 
 

V. CONCLUSION 
 
  

)

    For coherent systems, Turbo codes have been shown to be bandwidth efficient scheme offering large gains over 
un–coded schemes with only modest receiver complexity. There has been good deal of interest recently in applying 
Turbo codes to channels in which it is difficult, if not impossible, to obtain phase coherence. Examples of this type of 
channel are cellular radio systems, Time Division Multiple Access (TDMA) systems and frequency hopping 
systems. In all of these cases, it is difficult to operate coherently because of the high demands that are placed on the 
receiver to quickly acquire the phase of the received signal. DAPSK transmission and non–coherent detection is an 
attractive technique in this environment as it obviates the need for and difficulties associated with phase lock 
synchronizers, so only frequency tracking is necessary. A large enough observation shows that non–coherent systems 
can approach the performance of coherent systems. 
 
      In this paper, high data–rate systems applied in multi–path propagation digital radio broadcasting channels with 
different maximum Doppler frequency spread have been considered. The presented 16–DAPSK–modulation 
technique uses the phase and simultaneously the amplitude for differential modulation. The difference in the 
performance between the coherence and the differential modulation technique are in the order of approximately 2.5 
dB in  for BER of 10ob /NE –5 for Turbo coded case in AWGN and Rayleigh fading channels. The situation shows 
simple technical trade–off where small degradation in performance but large difference in computation complexity 
and robustness occurs. 
 

APPENDIX 1 
 
      This appendix briefly describes the 16–DAPSK modulation/demodulation scheme and the theoretical 
characteristics in the AWGN channel. For other levels like 8, 32 and 64, it is a straightforward application. 
 
      16–DAPSK modulation is a combination of 8–DPSK (Differential Phase Shift keying) and 2–DASK 
(Differential Amplitude Phase Shift). Figure 6 shows the constellation diagram for 16–DAPSK–modulation scheme. 
Basically, differential modulation scheme requires approximately 3 dB more power in AWGN channel to achieve the 
same BER performance as the coherent modulation scheme. In addition, the constellation of 16–DAPSK does not 
have an optimum distance between points, so this modulation scheme has loss of about 1.5 dB in power in 
comparison with the ordinary square 16–QAM [10]. 
 
      The output of the encoder is organized into sets of four–bit binary data c . These data are 

mapped into the complex value s  

(3)
k

(2)
k

(1)
k

(0)
k c,c,c,

k

( kkk j∆exprs ϕ=                                                                                                                                                  (1.1) 

where  and ∆kr kϕ  represent amplitude transition factor and phase transition factor, respectively. The phase 

transition factor k∆ϕ  in the transmitted complex value s  means applying Gray mapping of three–bit binary data 

 for 8–DPSK modulation according to Table 1. The remaining binary data c  is mapped in two rings 
in constellation diagram of 16–DAPSK modulation signals [5]. For each transmitted signal, the amplitude transition 
factor  in Table 2 is multiplied by , which is the amplitude of previous transmitted complex symbols. A ring 
factor  in 16–DAPSK modulation is defined as 

k
(2)
k

(0)
k cc,c (1)

k ,

kr
α

(3)
k

1-ka

 

LH /aaα =                                                                                                                                                                 (1.2) 

where  and a   represents the two amplitude levels of the modulated signals. Therefore, the La H ( HL aa < )
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transmitted complex symbol  is [10] kd

1− =

kϕ

1k−

exp

( ) ( ) ( ) ( )[ ]1kk1kk1k1kkkkkkkk ∆jexparjexpaj∆exprdsjexpad −−−− +=∗== ϕϕϕϕϕ                    (1.3) 

where d  represents the previously transmitted complex symbols. 1-k
 

Q

I
HaLa

 
Fig. (6) Signal constellation of 16–DAPSK modulator 

 
Table 1 Phase transition 

 

∆  (0)
kc  (1)

kc  (2)
kc  

0 0 0 0 
π/4 0 0 1 
π/2 0 1 1 
3π/4 0 1 0 
π 1 1 0 

5π/4 1 1 1 
3π/2 1 0 1 
7π/4 1 0 0 

      To obtain the differential complex values , the received complex symbol  is divided by the previous 

received complex symbol d  

k kd̂
ˆ

( ) ( )[ ] ( )kk1kk1kk1kkk ˆj∆expr̂ˆˆjâ/âd̂/d̂ŝ ϕϕϕ =−== −−−                                                                          (1.4) 

where ˆ  and kr k∆ϕ̂  represent the amplitude ratio and phase rotation, respectively. 
 

Table 2 Amplitude transition 
 

(3)
kc  kr  

0 1 

La  1 α  
1-ka  

Ha  1 1/α  
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The estimated three bit binary data c  are given by demapping the received phase rotation value (2)
k

(1)
k

(0)
k c,c, ˆˆˆ

k∆ϕ̂  according to Table 1. To get the binary data  on 2–DASK, the received amplitude ratio  is compared 

with the threshold values  and β  (
(3)
kĉ

)HL ββ
kr̂

Lβ H < . If the received amplitude ratio is 

HkL βrβ << ˆ                                                                                                                                                            (1.5) 

the received data c  is decided as logic 0, otherwise logic 1. The threshold for 2–DAPSK [11] is (3)
kˆ

( ) ( )/2α1β,α12/β HL +=+=                                                                                                                           (1.6) 
Figure 7 shows the constellation diagram for the 8 and 32–DAPSK modulation schemes. 
      When the bit error are caused by AWGN channel, the theoretical bit error probability of M–DAPSK modulation 
scheme can be approximated by the average BER of M1–DPSK and M2–DASK, where . 21 MMM ∗=
      For M–DAPSK, the average BER  in AWGN channel is [12] ( DAPSKMP − )

( ) ( )[ DASKM22DPSKM12
2

DAPSKM 21
PMlogPMlog

Mlog
1P −−− += ]                                                                   (1.7) 

where  and  are the average BERs of MDPSKM1
P − DASKM2

P − 1–DPSK and M2–DASK in AWGN channel. The 

average BER of M1–DPSK ( )DPSKM1
P −  is [12] 
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                                                                                                                                                                                    (1.8) 
where Q (.) is the Q–function and S/N  represents the carrier–to–noise ratio of the signal. 

Q

I

(a)

Q

(b)

I

 
 

Fig. (7) Signal constellation of (a) 8–DAPSK (b) 32–DAPSK 
 
      The equivalent symbol distance  in MDASKM2

P − 2–DASK is given [13] 

( ) /4α11

aa
d

22

LH
DASKM2

++

−
=−                                                                                                                               (1.9) 

 
The BER of M2–DASK ( )DASKM2

P −  is 
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Substituting Equation. (1.8) and  (1.10) into Equation (1.7) gives the average BER of M–DAPSK in AWGN channel. 
 

APPENDIX 2 
 
      The bit error probability of (n,k) linear block code observed through an AWGN channel satisfies the union bound 
[2] 

( ) ( )∑
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=
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x2rωQ
k
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and assuming maximal likelihood decoding.  is the energy per bit,  is the one–sided noise power spectral 

density,  is the code rate and 
bE oN

k/nr = ( )imω  is the Hamming weight of the message . Computing Equation. 
(2.1) requires the knowledge of weights of all 2

im
k–1 nonzero code words and their corresponding messages, and has a 

computational complexity that precludes its use for all but the smallest values of k. The number of terms in Equation 
(2.1) can be greatly reduced by gathering terms that produce the same code word weights 

∑
=


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P
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                                                                                                                         (2.2) 

where  is the number of code words of weight d and dN dω
~  is the average weight of  messages which produce 

weight d code words. At high SNRs, the bit error probability is approximated by the first term of Equation (2.2) 
dN


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                                                                                                                     (2.3) 

which is called the minimum distance asymptote. 
      The goal of code design has traditionally been to maximize . With Turbo codes, however, the emphasis is to 

instead minimize the coefficient 
mind

/kNω
minmin dd

~ . Consider, for example, Turbo code composed of two K 5c =  RSC 

(Recursive Systematic Convolution) encoders with feed–forward generator ( )821  and feedback generator ( )837 , 
where the subscript 8 is the octal number. The interleaver size is L = 65536. Assume r = 1/2 and only the trellis of 
the upper encoder is terminated. Thus, this is (131072,65532)–block code. In [14], it is reported that the minimum 
distance of this code is d , the number of free distance code words is on the average 6min = 4.5N

mind =  and the 

average weight of the messages associated with the minimum distance code words is ω 2
min

=d
~ . Therefore, the 

minimum distance asymptote for this code is 
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      Now, consider the asymptotic performance of convolution code of similar decoder complexity. Because the 
block length of convolution codes is unbounded, Equation (2.2) does not apply. Instead, the following bound is used 
for the maximal likelihood decoding of convolution code [15] 


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                                                                                                                                  (2.5) 

where ω  is the sum of the weights of all messages with Q
d 1m0 =  and whose associated code words have weight d. 

At high SNR, the bit error probability of convolution code is approximated by the free distance asymptote 
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The decoder complexity of r = 1/2, 15Kc =  convolution code presented in [16] is approximately the same as that 

of r = 1/2,  Turbo code. For this convolution code, 5K c = 18dfree =  and  and thus the free distance 
asymptote is 

187ωQ
dfree

=
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Note the distinction between Equations. (2.3) and (2.7). The argument of Q–function is much larger for convolution 
code than that for Turbo code, and therefore, it can be expected that the slope of convolution code’s asymptote will 
be much steeper than that for Turbo code. However, the coefficient preceding Q–function is much smaller for Turbo 
code than that for convolution code. Therefore, for sufficiently small , it should be expected that Turbo 
code’s asymptote would be lower than that of convolution code. 
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APPENDIX 3 

 
      The block diagram for a Turbo coded systems operating over an AWGN and Rayleigh fading channels as 
described in [1] is shown in Fig. 8. A sequence {mi}, 1Li0 −≤≤ , {xl}, 1L/rl0 −≤≤ , are 
passed to a channel interleave, which is implemented by writing the code bits row into a Mb by Nb matrix and 
reading the interleaved code bits { }lx~  from the matrix column–wise. The purpose of the interleave is to break up 
burst errors induced by the correlated fading channel. The interleaved bits are passed to a signal mapped, which 
creates a stream of symbols { }, nv 1Nn0 −≤≤ , which is a DAPSK modulation (described in Appendix 
1), where N = L/r. The symbols are passed through a pulse–shaping filter, which has an impulse response g(t), and 
the resulting signal 

∑
−

=

−=
1N

0n
sn )nTg(tvs(t)                                                                                                                                    (3.1) 

is transmitted over the complex base band channel, where  is the output of the symbol mapped and Tnv s is the 
symbol period. The energy per symbol is 

( )∫
∞

∞−

= dttgE 2
s                                                                                                                                                       (3.2) 

and the energy per bit is sb E
L
N

=E                                                                                                                        (3.3) 

      The transmitted signal s(t) passes through a noisy channel consists of an AWGN and a Rayleigh fading channels 
with a multi–path because the surface of the earth and the ionosphere are involved in the mechanism of 
electromagnetic wave propagation. The channel output is 

( ) ( )k

n

1k
kk ∆tscρty −= ∑

=

                                                                                                                                       (3.4) 

where ρ  is the attenuation of the path number k listed in Table 3, ∆  is the relative delay of the path number k 

listed in Table 3, and the time–variant tap weight 
k k

( ){ }tck  is zero mean complex–valued stationary Gaussian random 

processes. The magnitude ( )tck  is Rayleigh distributed and the phase ( )tφ  is uniformly distributed [1] and n is the 
number of the paths. 
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Fig. (8) Turbo coded system operating over a noisy channel (a) transmitter (b) noisy channel (c) receiver 

 
 

Table 3 Different types of channels 
 

 path 1 path 2 path 3 path 4 
delay  (ms) ( k∆ ) 0 0.7 1.5 2.2 

path gain, (  (rms) )kρ 1 0.7 0.5 0.25 

Doppler shift (Dsh) (Hz) 0.1 0.2 0.5 1.0 
Doppler spread (Dsp) (Hz) 0.1 0.5 1.0 2.0 

 
      The received signal y(t) is passed through a matched filter with impulse response . The output of the 

matched filter is sampled at the symbol rate 1/T

( tTg s − )
s to produce the samples . For DAPSK, the demapper produces 

the output 
nz

lr~ , which is then passed through a deinterleave to produce { }lr . It is introduced at the input of a Turbo 

decoder. The turbo decoder performs Q–iterations of log–MAP decoding and produces the estimate { }im̂  of the 
message. The length of the interleave L = 1024 is randomly generated and 5 iterations of improved iterative decoding 
are performed at the receiver. 
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