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A B S T R A C T   

The accurate characterization of capillary pressure is essential in determining multiphase flow behavior in 
subsurface conditions. It is also essential in quantifying reservoir rock quality, reservoir fluid saturations, and the 
thickness of the transition zone. Mercury injection has become a routine measurement for capillary pressure 
characterization, but the existing technology is primitive. For samples with irregular shapes, such as cuttings, 
unconfined pieces are placed in an empty cell before injection. The raw capillary pressure measurements show 
unrealistic entry pressure corresponding to filling the empty cell and closing microcracks. This study proposes a 
simple relation for determining accurate entry pressure. The proposed relation is applied to the actual mea
surements of seven shale samples, and its performance is improved using k-nearest neighbors (KNN), locally 
selective combination in parallel outlier ensembles (LSCP), and Savitzky–Golay (SG) filters. The optimal solution 
is obtained by combining the simple relation with unsupervised machine learning and noise filtering techniques 
in series. The proposed relation, which is corroborated by high-resolution images, provides a new approach to 
determining true entry pressure and has applications in characterizing multiphase flow in unconventional 
formations.   

1. Introduction 

The U.S. Energy Information Administration estimates the proved 
shale gas reserve to be more than 350 trillion cubic feet (E.I.A, 2021). In 
addition, a U.S. geological survey reported that Texas and New Mexico’s 
Wolfcamp Shale and Bone Spring Formation holds 46 billion barrels of 
oil, 281 trillion cubic feet of gas, and 20 billion barrels of natural gas 
liquid (Gaswirth et al., 2018). As shale’s pore size is measured in 
nanometers, unleashing its energy potential requires a good under
standing of nanofluidics, a field that studies the multiphase flow in 
sub-100-nm conduits (Hendraningrat et al., 2013). The distribution of 
the fluid in these pores may depend on fluid properties (Deinert and 
Parlange, 2009: Lee et al., 2020; Singh and Singh, 2011), whereas in 
more permeable formations, the effects of pore size are less significant. 

Researchers have used mercury injection capillary pressure (MICP) 
measurements to estimate matrix permeability (Purcell, 1949; Swanson, 
1981). For example, Tran et al. (2018) estimated shale permeability 
from MICP based on the acyclic pore model. The accurate character
ization of capillary pressure is critical for accurate permeability esti
mation and characterization of the pore-throat size distribution (Peng 
et al., 2017). 

Determining actual entry pressure from mercury injection is chal
lenging, and researchers have proposed different models to address this 
problem. First, Bailey (2009) analyzed sample compression to determine 
entry pressure. Later, Lan et al. (2017) proposed a dual-compressibility 
model by dividing the pores into accessible and inaccessible. More 
recently, Davudov et al. (2018) studied conformance, grain compress
ibility, and inaccessible-pore compressibility effects to determine actual 
intrusion. 

One of the most used methods was proposed by Comisky et al. 
(2011), who analyzed the variation of pore compressibility with capil
lary pressure and observed an exponential trend in the drainage. The 
trend specifies a capillary pressure range, with the upper limit corre
sponding to entry pressure. The lower boundary, which is not of interest 
here, is conformance pressure. However, this approach is challenging 
when there is significant noise in the data. 

This study proposes a simple relation determining accurate entry 
pressure to correct the capillary pressure measurements obtained from 
mercury injection in samples with irregular shapes. The study uses two 
unsupervised machine learning methods and the Savitzky–Golay (SG) 
filter to improve the performance where there is noise. The relation is 
applied to the capillary pressure measurements of seven shale samples. 
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1.1. Pre-drainage stages 

Often, large samples, such as core plugs, are unavailable, and cut
tings or chips are the only (rock) materials available for capillary pres
sure characterization. Samples are usually dried and weighed before 
mercury injection. They are then placed inside a penetrometer bulb, as 
shown in Fig. 1. 

Mercury injection is divided into three stages (Fig. 2). First, the bulb 
is filled with mercury without significant compression of the sample. 
This stage (I) occurs at low capillary pressure because there is no sig
nificant resistance against filling the bulb. Second, the mercury com
presses the sample without invading the pores in the sample. Pore 
compressibility dominates the second stage because the pores are 
compressed more quickly than the solid domain in the matrix. The final 
stage is the actual entry when capillary pressure exceeds entry pressure. 

1.2. Pore compressibility in the second stage 

The first and second stages in Fig. 2 are similar in that the mercury 
does not invade the pore space in the matrix. Nevertheless, the two are 
distinguished because the variations of the corresponding capillary 
pressures with injected volume are different. In the second stage, bulk 
compressibility (Cb) is expressed as follows (Anderson and Jones, 1985; 
Jizba, 1991; Niandou et al., 1997): 

Cb = a1 σa2
Con, (1)  

where σCon is confining stress, anda1 and a2 are constants. Bulk 
compressibility represents the effects of both rock and pore compress
ibility (McLatchie et al., 1958; Zimmerman, 1990), and it can be 
expressed as follows: 

Cb =∅Cpc + Cm, (2)  

where Cpc is pore compressibility, ∅ is total porosity, and Cm is matrix 
compressibility. 

Hawkins (1955) defined effective compressibility (Ceff ) as follows: 

Ceff =
SoiCo + SwiCw + Cf

1 − Swi
, (3)  

where Soi is initial oil saturation, Swi is initial water saturation, Co is oil 
compressibility, Cw is water compressibility, and Cf is formation 
compressibility. 

Because the sample is dried prior to the test, the initial oil and water 
saturations are zero. There is also no mercury inside the sample in the 
first two stages; thus, effective compressibility is equal to formation 
compressibility: 

Ceff =Cf = ∅Cpc + Cm. (4) 

Pore compressibility (Cpc) dominates formation compressibility 
because the rock compressibility (Cm) is much smaller (Ahmed, 2018). 
Pore compressibility is the fractional change in pore volume (PV) versus 
confining stress (σCon) as follows (Baker et al., 2015): 

Ceff =∅Cpc =
1

PV
dPV
dσCon

. (5) 

Subsequently, we can apply the power law relation to express 
effective compressibility using the constants Cpo and m: 

Ceff =
1

PV
dPV
dσCon

=∅
(

CpoPm
cHg

)
. (6) 

The instrument is tuned to account for glass and mercury compres
sions. Thus, it is assumed that the recorded change in mercury volume 
(dPVHg) indicates the change in pore volume (dPV). The change in pore 
volume remains fairly small in the second stage. The change in the 
injected cumulative mercury volume (PVHg) also remains small in the 
second stage. The ratio of the change in mercury volume to the cumu
lative volume (ΔPVHg/PVHg)was less than 3% in our experiments; 
therefore, we supposed that the cumulative pore volume could be 
related to the mercury volume using a constant (C1): 

PV =C1 PVHg. (7) 

We substituted Eq. (7) in Eq. (6) and set the confining stress (σCon) 
equal to the mercury pressure (PHg) as follows: 

1
(C1)PVHg

dPVHg

dPHg
=∅

(
CpoPm

Hg

)
. (8) 

We simplified the relation subsequently. Our objective in this study 
was to find a new approach to define entry pressure using the expo
nential trend; hence, the actual compressibility value obtained from the 
mercury injection was not required. 

1.3. Simple relation for determining actual entry pressure 

We proposed a simple relation determining the beginning of the third 
stage wherein the mercury invaded the pore space, and the corre
sponding capillary pressure was the entry pressure. We derived an 
analytical relation for the second stage, as defined by Eq. (8), which was 
further integrated and simplified to 

Ln
(
PHg

)
=

Ln(Ln(PVHg
))

(m + 1)
+

C2 − Ln(a)
(m + 1)

, (9)  

where C2and a are constants. The derived relation can be expressed in a 
simple mathematical format: 

Y =A X + B, (10)  

where Y is Ln(PHg),X is Ln(Ln(PVHg)), A is the slope, and B is the 
intercept. 

This simple relation identifies the beginning of the third stage. The 
first and second derivatives (dY/dX and d2Y/dX2) of this relation can 
help to determine where the measured data deviate from the expected 
trend. The entry pressure corresponds to the pressure at which the first 
derivative reaches a maximum, and the second derivative changes the 
sign. In theory, analyzing the first or second derivative is sufficient, but 
the simultaneous investigation of both provides further confidence, 

Fig. 1. (a) Empty penetrometer bulb and (b) schematic of the bulb, with crushed samples partially saturated by mercury.  
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especially when dealing with experimental data with noise. 

1.4. Deviation from the simple relation 

Noise in the actual measurements could be mistaken for a deviation 
from the simple relation (Eq. (10)). A possible source of anomalies, 
microfractures are openings between several nanometers and tens of 
micrometers in size formed by tensile stress (Slatt and O’Brien, 2011; 
Ougier-Simonin et al., 2016). This study used machine learning to 
remove the outliers and implemented filtering to discard such noise. 

1.5. Machine learning algorithms for outlier detection 

Two unsupervised machine learning algorithms were used to detect 
the outliers: k-nearest neighbors (KNN) and locally selective combina
tion in parallel outlier ensembles (LSCP). Outlier-detection algorithms 
screen all data to identify which do not follow the common trend, but 
the absence of ground truth in unsupervised learning makes detection 
challenging. A relevant example is credit card fraud prevention in which 
the algorithm compares a behavior at a certain time with the purchasing 
history to determine suspicious activities (outliers). This study adopted 
such algorithms to determine which data points did not follow the 
common trend to remove them. 

1.5.1. A. K-nearest neighbors (KNN) 
The k-nearest neighbors algorithm (KNN) relies on distance. It is 

based on the notion that data are more similar where they are closer 
(Altman, 1992). An intuitive example of KNN is considering the nearest 
neighbor (1NN). For 1NN, we assign the value (or class) of a data point 
to its closest neighbor. This study used the Euclidean distance in KNN as 
follows (Deschrijver and Kerre, 2005): 

d =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(x2 − x1)
2
+ (y2 − y1)

2
√

, (11)  

where d is the distance, (x1, y1) are the coordinates of the first point, and 
(x2, y2) are the coordinates of the second point. 

The distance of KNN provides a criterion for detecting the outlier 
(Angiulli and Pizzuti, 2002; Ramaswamy et al., 2000; Zhao, 2018). The 
farthest distance of a local point to its nearest neighbors is defined as an 

anomaly. We examined five nearest neighbors (5NN) so that the algo
rithm calculated the distances of five neighbors to the local point, and 
the farthest neighbor was considered an outlier candidate. The average 
distance from all the neighbors’ distances eliminated 5% of the 
population. 

There is no established criterion for choosing the number of neigh
bors in KNN, but smaller numbers are not recommended for noisy data 
(Subramanian, 2019). KNN does not perform well where data are 
skewed (Zhao et al., 2019), but the LSCP framework enabled us to deal 
with this type of deficiency here. 

1.5.2. B. locally selective combination in parallel outlier ensembles (LSCP) 
LSCP is a machine learning algorithm. Similar to KNN, it is based on 

the distance of a data point to its closest neighbors. However, LSCP 
combines different detectors to improve its performance, so it is 
considered a parallel outlier ensemble, whereas KNN uses a single 
detector. 

LSCP analyzes data locally to choose the best detectors, as local 
analysis performs better than global analysis when data are skewed (Van 
Stein et al., 2016). LSCP applies different models in parallel and uses the 
average to reduce the error (Dietterich, 2000). 

First, LSCP divides the data into local regions and analyzes each 
region separately. It then selects the best detector(s), leading to the 
smallest score for each region (Zhao et al., 2019). The outlier score 
shows the distance of a data point from its closest neighbors. For this 
study, we included three detectors with 6, 12, and 18 neighbors to 
discard 5% of the outliers based on LSCP (Breunig et al., 2000). 

1.6. Noise filtering 

This study smoothed the raw data using the Savitzky–Golay (SG) 
filter (Savitzky and Golay, 1964). The filter has been used recently in the 
oil industry to preprocess data (Brenjkar and Delijani, 2022; Sabah et al., 
2021). The filter uses a convolution theorem to fit subsets of adjacent 
data with a low-degree polynomial (Savitzky and Golay, 1964). This 
study used the Python toolkit (PyOD), an open-source code, to imple
ment the data processing methods (Zhao, 2018). 

Fig. 2. Schematic illustration of mercury injection of an irregularly shaped sample: (I) filling the bulb without compressing the sample, (II) compressing the sample 
before intrusion, and (III) the actual intrusion. 
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2. Results 

This study analyzed the capillary pressure measurements of Midra 
shale, which is found in Qatar. We collected outcrop samples and 
investigated their petrophysical properties, such as capillary pressure. 
Similar to other unconventional formations in the Middle East, Midra 
shale is less studied than most shales in the U.S. Midra shale is not 
extracted on an economic scale, and current investigations are at an 
early stage. It is a yellowish-brown and greenish-gray slate that contains 
fossils and changes in consistency, color, and composition throughout 
the region (Singh and Singh, 2011). Alessa et al. (2021) characterized 
the pore size distributions of Midra shale recently. 

We analyzed seven shale samples, and their raw capillary pressure 
measurements are shown in Fig. 3. We collected 146 data points for each 
sample, and the capillary pressure was increased to 60,000 psi, which 
was the maximum pressure limitation of our machine. The raw mea
surements exhibited unrealistic invasion at low capillary pressures 
(<200 psi), corresponding to filling the empty cells and closing the 
microcracks. We applied the proposed relation to determine the true 
entry pressure. The results are discussed in detail for Samples 1 and 2, 
and the entry pressures of all samples are provided for completeness. 

We analyzed the deviation from the simple relation. The first and 
second derivatives of the relation were also investigated. In theory, a 
deviation occurs where there is a maximum in the first derivative and 
the second derivative changes sign. In practice, however, choosing the 
corresponding capillary pressure was more complicated. Thus, we 
considered four scenarios to determine the actual entry pressure based 
on the simple relation (Table 1). 

2.1. Scenario 1 (raw measurements) 

The first scenario uses the raw data shown in Fig. 3. The simple 
relation and its first and second derivatives for Samples 1 and 2 are 
plotted in Fig. 4. It was difficult to determine where the first derivative 
reached a maximum and the second derivative changed sign corre
sponding to the entry pressure. The difficulty arises from the local 
fluctuations. We concluded that different values could be interpreted 
based on this scenario. Hence, we applied other scenarios to address this 
challenge, which are discussed subsequently. 

2.2. Scenario 2 (outlier detection) 

In the second scenario, we removed the outliers as potential sources 
of the local fluctuations observed in Fig. 4. We preprocessed the data to 
make outlier detection easier, as follows (Yeo and Johnson, 2000): 

ψ (λ, y)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(y + 1)λ
− 1

λ
if λ ∕= 0, y ≥ 0

log(y + 1) if λ = 0, y ≥ 0

−
(− y + 1)2− λ

− 1
2 − λ

if λ ∕= 2, y < 0

− log(− y + 1) if λ = 2, y < 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (12)  

where ψ was the transformed data, y was the initial data, and λ was a 
power parameter. The optimum λ was obtained numerically, so the 
transformed data were the closest to the Gaussian distribution. 

Next, we applied the KNN and LSCP algorithms to the transformed 
data. Fig. 5 shows the results. As discussed earlier, the KNN and LSCP 
algorithms analyze the overall trend of data points to determine which 
ones do not follow the overall behavior. The algorithms classify data into 
two groups: one group constitutes the main population, and the other 
group is the outlier. The orange area in Fig. 5 indicates the main pop
ulation (95%). The outliers (5%) were removed to determine the entry 
pressures of the samples. 

Fig. 6 exhibits the results based on the second scenario for Samples 1 
and 2. The results from the first scenario are also plotted for comparison. 
Outlier removal enabled us to determine the entry pressure more easily 
in the second scenario than in the first scenario. Nevertheless, deter
mining entry pressure was not trivial because no single value could be 
identified easily as a local maximum. The second derivative also showed 
high levels of fluctuations, especially in the second sample. The SG noise 
filter was applied to address this challenge in the third scenario, and the 
results are presented in Fig. 7. 

2.3. Scenario 3 (noise filtering) 

The third scenario used the SG filter to improve the performance. The 
filter smoothed the first derivative, and the second derivative was 

Fig. 3. Capillary pressure measurements of Midra shale samples. The raw measurements exhibited unrealistic invasion at low capillary pressures (<200 psi).  

Table 1 
Four scenarios were tested to apply the simple relation (Eq. (10)). The first 
scenario analyzed the raw measurements without outlier detection or noise 
filtering. The second scenario applied outlier detection, and the third integrated 
the relation with noise filtering. In the fourth scenario, outlier detection and 
noise filtering were incorporated.  

Scenario Outlier detection Noise filtering Figure 

1 No No Fig. 4 
2 Yes No Fig. 6 
3 No Yes Fig. 7 
4 Yes Yes Fig. 8  
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determined subsequently. There was no outlier detection in the third 
scenario, and all data were included (Table 1). 

Fig. 7 shows the results based on the third scenario for Samples 1 and 
2, with the results from the first scenario also shown for comparison. The 

filter was applied only to the blue region in Fig. 7, which included the 
entry pressure. The SG filter facilitated entry pressure determination by 
removing the noise (local fluctuations) from the first derivative. The 
fluctuations in the second derivative were also limited in the third 

Fig. 4. Applications of the simple relation and its first and second derivatives to the raw measurements based on the first scenario for Samples 1 and 2. It was difficult 
to determine the entry pressure because of the local fluctuations. [1st derivative = dY/dX and 2nd derivative = d2Y/dX2, where Y = Ln(PHg) and X = Ln(Ln(PVHg)).]. 

Fig. 5. The orange area shows 95% of the data kept for determining the entry pressures of Samples 1 and 2 in Figs. 6 and 8. The data points outside the orange area 
(5% of the population) were removed as outliers. [1st derivative = dY/dX, where Y = Ln(PHg) and X = Ln(Ln(PVHg)).]
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Fig. 6. Applications of the simple relation and its first and second derivatives based on the second scenario for Samples 1 and 2. The results from the first scenario are 
also plotted for comparison. [1st derivative = dY/dX and 2nd derivative = d2Y/dX2, where Y = Ln(PHg) and X = Ln(Ln(PVHg)).]. 
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scenario. One of the main features of the third scenario was that it 
accounted for all the data without discarding potential outliers, but it 
slightly altered the inputs to deal with the noise. 

2.4. Scenario 4 (outlier detection and noise filtering) 

The fourth scenario removed the outliers and filtered the noise to 
determine the entry pressure (Table 1). The outliers were discarded (5% 
of the population) using KNN and LSCP. The first derivative was then 
determined for the remainder (95% of the population). Later, the noise 
was filtered from the first derivative by the SG algorithm. Finally, the 
second derivative was calculated from the smoothed data. 

Fig. 8 shows the results based on the fourth scenario, with the second 
and third scenarios’ results also plotted for comparison. The first de
rivative had a smooth profile in the fourth scenario, which enabled us to 
easily determine its maximum value that corresponded to the entry 
pressure. The effects of outlier detection and the noise filter on the first 
derivative became clearer when we compared it with the results from 
the other scenarios illustrated in Fig. 8. 

The second derivative sign also changed where the first derivative 
reached a maximum in the fourth scenario. The evident change in the 
behavior of the second derivative implied a different phenomenon tak
ing place at the corresponding pressure. We interpreted this phenome
non as mercury entering the void space in the matrix. 

Removing the outliers and smoothing the data helped us to easily 
identify the entry pressure. There was less ambiguity in the identified 
entry pressure based on the fourth scenario after applying the filter (SG) 
and outlier detection (LSCP or KNN). Comparing Scenario 4 with the 
other scenarios depicted in Fig. 8, we inferred that the fourth scenario 
was the best approach for determining the entry pressure based on the 

proposed relation. 
Table 2 summarizes the entry pressures of the samples based on 

different scenarios. They are all presented for completeness, while the 
results from Samples 1 and 2 are discussed in detail. It was easier to 
identify the entry pressure for Sample 1 than for Sample 2. All scenarios 
led to the entry pressure of 418 psi for Sample 1, whereas the entry 
pressure of Sample 2 depended on the noise filter and outlier detector. 

2.5. Validation 

We investigated high-resolution images of the analyzed shale to test 
the accuracy of the proposed relation in predicting entry pressure. 
Table 2 lists the estimated entry pressures that are close to 300 psi. Fig. 9 
shows the scanning electron microscope (SEM) images of the Midra 
shale. Two textures can be observed: fibers and rod-like structures, 
which contribute to primary and secondary porosity. These images 
illustrate pores with a characteristic size close to 1 μm. 

The corresponding entry pressure of the shale with 1-μm conduits 
can be estimated with the Young–Laplace (YL) relation. The entry 
pressure for a single conduit is expressed as follows: 

Pc =
2γ cos(θ)

r
, (13)  

where Pc is the capillary pressure, γ is the interfacial tension, θ is the 
contact angle, and r is the conduit radius. The YL relation indicated that 
the corresponding entry pressure was 181 psi in the mercury injection 
capillary pressure experiment where the contact angle was 130◦ and the 
interfacial tension was 485 dyne/cm. 

The validation of the estimated entry pressure based on SEM images 

Fig. 7. Applications of the simple relation and its first and second derivatives based on the third scenario for Samples 1 and 2. The results from the first scenario are 
provided for comparison. [1st derivative = dY/dXand 2nd derivative = d2Y/dX2, where Y = Ln(PHg) and X = Ln(Ln(PVHg)).]. 
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Fig. 8. Applications of the simple relation and its first and second derivatives based on the fourth scenario for Samples 1 and 2. The results from the first and second 
scenarios are also presented for comparison. [1st derivative = dY/dX and 2nd derivative = d2Y/dX2, where Y = Ln(PHg) and X = Ln(Ln(PVHg)).]. 
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provided independent verification to test the proposed relation. The 
validation was performed based on data from different scales because 
the mercury injection experiment used samples as small as a few milli
meters (10− 3 m), whereas the sizes of the images were in micrometers 
(10− 6 m). Another difference was relevant to the dimension. The 
drainage experiments characterized pore space by probing its connec
tivity in a three-dimensional space, whereas the images probed a two- 
dimensional domain. 

The estimated entry pressure based on SEM was close to the values 
obtained from the proposed relation, and this provided independent 
evidence for validation. The SEM images were obtained without 
confining stress, whereas the sample was compressed in MICP. This 
meant that the pores were wider in the images, which led to an entry 
pressure lower than the value obtained from the proposed relation. 

3. Discussion 

Our analysis showed that the SG filter preserved the main features of 
the data. The SG filter was biased toward noise in low-density distri
butions and integrated with LSCP and KNN to eliminate 5% of anomalies 
due to this limitation. We did not eliminate further outliers to avoid a 
data covariant shift. Notably, LSCP performed better than KNN in 
filtering noise. 

Our study also showed that identifying the filter window size re
mains challenging. We used a relatively large window size, 13–17% of 
the total data, to approximate the global features. The window size’s 
influential factor was data density at the bulb-filling and pore- 
compression stages (1 and 2 in Fig. 2). It was not recommended to use 
a large window size with our data because the profile would be biased to 
the high-density data points located at the later third stage of the MICP. 

Thus, we decreased the window size in the presence of low data density. 
The window size depends on the data size, covariate shift, and 

quantity of noise, and it can be different for samples from the same 
formation. Nevertheless, we mostly used similar window sizes because 
the noise level was low, and the data were similar. The number of 
neighbors used for outlier detection also played an important role. 
Therefore, we were able to conclude that there is no optimal number of 
neighbors applicable to all samples, so the number should be determined 
individually. 

4. Conclusions 

We proposed a simple relation to correct mercury injection capillary 
pressure measurements for irregularly shaped samples, such as cuttings 
or chips. The relation detected the true entry pressure and was applied to 
the actual measurements of Midra shale. Four scenarios were designed 
to deal with the noise. 

The first scenario applied the simple relation to the raw measure
ments, whereas the other scenarios implemented outlier detection and 
noise filtering techniques in machine learning. Our study has shown that 
it is challenging to determine actual entry pressure based on the first 
scenario in practice. The difficulty, which is not apparent in theory, is 
due to the fluctuations in the first and second derivatives. 

The second scenario applied unsupervised learning outlier detection 
methods to eliminate spikes in the derivatives. LSCP was advantageous 
over KNN in filtering noise, but the second scenario was effective only 
where the noise level was low. The third scenario applied the SG noise 
filter to smooth the new relation’s derivatives. However, the third sce
nario was not capable of determining the actual entry pressure where 
data were noisy. Therefore, our interpretation is that the fourth scenario, 

Table 2 
The entry pressures of the shale samples, with the raw measurements shown in Fig. 3 using the proposed relation (Eq. (10)). It was challenging to determine the entry 
pressure based on Scenarios 1 and 2 for some samples, whereas Scenarios 3 and 4 yielded easily identifiable values for all samples.  

Sample Scenario 1 (Raw data) Scenario 2 (KNNa) Scenario 2 (LSCPb) Scenario 3 (SGc) Scenario 4 (KNN, SG) Scenario 4 (LSCP, SG) 

1 418 psi 418 psi 418 psi 418 psi 418 psi 418 psi 
2 Erratic Erratic Erratic 269 psi 328 psi 418 psi 
3 Erratic Erratic Erratic 268 psi 268 psi 328 psi 
4 Erratic Erratic Erratic 269 psi 328 psi 328 psi 
5 Erratic Erratic Erratic 268 psi 268 psi 328 psi 
6 328 psi 328 psi 328 psi 328 psi 328 psi 328 psi 
7 Erratic Erratic Erratic 329 psi 329 psi 329 psi  

a KNN: k-nearest neighbors. 
b LSCP: locally selective combination in parallel outlier ensembles. 
c SG: Savitzky–Golay (SG) filter. 

Fig. 9. SEM images of palygorskite Midra shale samples: (a) fibers and microbial-mediated palygorskite rods and (b) red circles show ~ micrometer pores, sup
porting the entry pressures obtained from the simple relation in this study. 
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which combines unsupervised learning outlier detection with the SG 
noise filter, is optimal. 

The simple relation predicted that the entry pressures of the shale 
samples would be 328–418 psi based on different scenarios. The dif
ference between the entry pressures of the samples was relevant to data 
heterogeneity. The predicted values were validated against high- 
resolution images of the studied shale. The proposed relation has ap
plications in characterizing the capillary pressure measurements of 
samples with irregular shapes. The accurate characterization of capillary 
pressure is critical in modeling multiphase flow in shale formations. 

The conducted study presented a systematic approach for correcting 
capillary pressure measurements, which was missing in the literature, by 
quantifying true entry pressure. It chose the entry pressure corre
sponding to the maximum of the first derivative of the simple relation 
where the second derivative turned negative. The novelty of the con
ducted study is that it provides a convenient, systematic tool to quantify 
true entry pressure and correct raw measurements. 
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