
10

Malware Classification Based on Multilayer Perception and

Word2Vec for IoT Security

YANCHEN QIAO, Cyberspace Security Research Center, Peng Cheng Laboratory

WEIZHE ZHANG, School of Computer Science and Technology, Harbin Institute of Technology

XIAOJIANG DU, Temple University

MOHSEN GUIZANI, Qatar University

With the construction of smart cities, the number of Internet of Things (IoT) devices is growing rapidly,
leading to an explosive growth of malware designed for IoT devices. These malware pose a serious threat to
the security of IoT devices. The traditional malware classification methods mainly rely on feature engineering.
To improve accuracy, a large number of different types of features will be extracted from malware files in these
methods. That brings a high complexity to the classification. To solve these issues, a malware classification
method based on Word2Vec and Multilayer Perception (MLP) is proposed in this article. First, for one
malware sample, Word2Vec is used to calculate a word vector for all bytes of the binary file and all instructions
in the assembly file. Second, we combine these vectors into a 256x256x2-dimensional matrix. Finally, we
designed a deep learning network structure based on MLP to train the model. Then the model is used to
classify the testing samples. The experimental results prove that the method has a high accuracy of 99.54%.
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1 INTRODUCTION

Currently, as the Internet carries more information and property of users, the harm caused by cyber
attacks is increasing. Especially with the construction of smart cities, the number of Internet of

Things (IoT) [27, 29] devices is growing rapidly. The cyber attack aimed at IoT devices will actually
affect people’s lives and safety. The latest statistical result from AV-TEST [12] shows that more than
350,000 malware samples, which brings huge analysis and processing pressure to various security
vendors and emergency departments, are increased every day. As the Advanced Persistent Threat
attack gradually becomes the main trend, the time interval between attackers launching attacks
and detecting attacks is getting longer. The traditional malware detection interval is usually in
days, whereas the Advanced Persistent Threat attack is usually in months and years. An effective
malware classification method can lessen the size of the virus database, improve the efficiency
of malware detection, and discover new malware families. Therefore, there is an urgent need to
develop an effective malware classification method to help security vendors identify and analyze
new malware quickly and accurately.

Security vendors use anti-virus software to defend against malware to protect cyberspace. How-
ever, with the continuous application of new technologies, the security situation is constantly
changing, revealing many new problems. Symantec once misreported the netapi32.dll and lsasrv.dll

of some XP systems as Backdoor.Haxdoor and removed it, resulting in a large-scale system failure
and a blue screen. Some anti-virus software misreports software that is packed or developed with
easy language as a virus, which affects normal use. On May 12, 2017, WannaCry ransomware broke
out globally, and at least 300,000 users were recruited in 150 countries, resulting in losses of $8 bil-
lion, affecting many industries such as finance, energy, and medical treatment. At the time of the
incident, almost all of the anti-virus softwares were underreported. In 2015, after a comprehen-
sive analysis of the malware of the Duqu family, Kaspersky was still successfully attacked into the
company’s intranet by Duqu 2.0. Afterward analysis found that the two have a large number of
similar features and codes. In the early stage of the incident, Kaspersky failed to classify Duqu 2.0
effectively and was successfully attacked. These incidents indicate that the current mainstream
malware detection and classification methods have false positives, false negatives, and problems
of ineffective classification.

The new malware usually has two sources [4]. One is the completely innovative malware, which
is developed by the creator and is different from older malware, and another, on the basis of existing
malware, with the main purpose of avoiding detection, using new means of modifying part of the
code, packing, confusion, and so forth to generate a new malware sample. The malware produced
in the first way represents a new type of malware, which is harmful but has a low frequency. The
malware produced in the second way is usually a variant of the existing malware family. The newly
generated malware is mainly from the second way. Therefore, effectively and correctly classifying
malware variants will help to aggregate new malware, reduce the amount of analysis work, and
improve the defense effect.

The malware classification method mainly uses two types of features: dynamic and static. The
dynamic characteristics are from the host behavior, network behavior, and other data that the mal-
ware runs in the sandbox, such as file operations, registry operations, mutex operations, process
operations, domain name resolution, and URL requests. However, Chen et al. [40] found that more
than 40% of the samples exhibited less malicious behavior under virtual machines. In addition,
Katrenko [13] said that nearly 98% of modern malware used at least one evasive technique. There-
fore, not all malware samples can run in virtual machines and have dynamic features extracted.
Dynamic features often require the execution of malware files, resulting in a limited amount of
analysis of malware per unit of time, greatly increasing the cost of extracting features. Static fea-
tures mainly refer to binary, string, resource, timestamp, and so forth extracted on the basis of
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malware binary file entities, and call flow diagrams, instruction sequences, API sequences, and
so forth extracted based on the reversed assembly code. Static features are more general than dy-
namic features. However, the use of shelling, confusing, and other variant techniques leads to large
differences in the same type of static eigenvalues extracted by different variants of the same fam-
ily, resulting in false positives. Challenges are placed on features that rely on expert experience
extraction.

The malware classification technology is always a research hotspot in the industry. The research
points mainly focus on three aspects. First, the feature selection: the feature selection is mainly
based on an expert experience to extract features combined with the technologies such as data
mining, machine learning, and other methods. This method relies not only an expert experience
but also the data, which makes the process complex. Second, the problem of high feature dimension:
to avoid missing important features, the features are extracted as many as possible for classification
model construction, resulting in high dimensionality and computational complexity. The third
problem is over-fitting: due to the deviation of the data sample set, it usually leads to over-fitting
and poor classification for some family samples.

To deal with these existing problems, we have done some research on malware and the neu-
ral network [18]. A malware classification method using Word2Vec and Multilayer Perception

(MLP) is proposed in this article. Word2Vec [19], which was developed by Tomas Mikolov in 2013
at Google, is one of the most popular techniques for learning word embedding using the neural
network. As we all know, there are a lot of bytes ranging from 0x00 to 0xFF in hexadecimal form
in a malware binary sample. When we treat bytes as words, each malware binary file could be
regarded as a document written by bytes. An assembly file could be obtained by reversing the
malware executable file using reverse tools. When we treat assembly instructions as words, each
assembly file of a malware binary file could be considered as a document written by instructions.
For a document, we could use Word2Vec to obtain word vectors of all words. Therefore, Word2Vec
can also be used to train on the binary file. Then we use the trained model to obtain the word
vectors of the bytes of malware binary samples and the assembly instructions of assembly files.
Finally, for each sample, after connecting all the vectors together, we get a new feature vector. We
use MLP to train the classification model on these new feature vectors. Then we classify the testing
samples using the trained model. This method uses no expert experience and no data dependence

in the feature extraction stage. Our method also avoids the over-fitting while reducing the feature
dimension. The method is tested on the public sample set of BIG 2015 [31]. The results show that
the method has a high accuracy.

The contributions of this article mainly focus on the following three aspects:

(1) We propose a malware feature representation method based on natural language processing
methods, i.e., Word2Vec.

(2) We experimentally prove the word vector of binary bytes and assembly instructions in mal-
ware samples has significant differences between different malware families.

(3) We apply a deep learning algorithm to classify the vectorized malware, which achieves good
results.

(4) We propose a malware classification method, which could detect IoT malware to guarantee
the safety of IoT devices.

2 RELATED WORKS

Han et al. [10] proposed a method for converting the opcode sequence reversed from malware to
RGB map using SimHash [3] and djb2 in 2013, in which SimHash is used to obtain the coordinate
points in the graph. Finally, the method of random selection region matching is used to determine
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whether they belong to the same family, and the accuracy of the method is 98.4%. In 2015, Shaid
[34] proposed a method to visualize the malware behavior to a color map, expressing the risk level
of different API calls in different colors, and each malware was formed into a color map. Ding
and Zhu [6] proposed a malware detection method based on the Deep Belief Network in 2017.
Based on the same n-gram assembly instruction sequence features, the accuracy of this method is
significantly better than SVM, decision tree, and the K-nearest neighbor algorithm. In 2017, Kebede
et al. [14] proposed a malware classification method using an automatic decoder based on a deep
learning architecture. They converted the malware file into a 512x16 grayscale image, constructed
a deep learning network using a multi-layer decoder and a Softmax layer, and input the training
set to construct a classifier. The accuracy of the method was verified by experiments to be 99.15%.

Schultz et al. [33] proposed a malware variant detection method based on data mining in 2001.
They used the static analysis method to extract the dynamic link library list from an import table,
API list, API call frequency, strings, and byte sequences from the binary file, and then used the
naive Bayes classifier for learning and classifying, and the accuracy rate reached 97.11%. Kolter
and Maloof [16] improved the non-overlapping byte sequence to an n-gram byte sequence in 2004
and then used the decision tree to train the classifier. In 2008, Tian et al. [36] proposed a mal-
ware classification method using function length. They used the frequency of the function length
(the number of bytes in the binary program) in the sample as a feature. Experiments show that
the method could be fast and effective to classify Trojans. In 2012, Salehi et al. [32] used API in
malware and API parameters as classification features, then used the dimensionality reduction
method and multivariate classifier to classify malware. The test result showed that the accuracy
rate reached 98.4%. Dahl et al. [5] proposed to use the stochastic prediction method to reduce the
feature dimension, then used the neural network algorithm to achieve the classification of mal-
ware; the classification false positive was only 0.42%. Qiao et al. [24] proposed a malware binary
file multi-channel visualization method, as well as a malware classification method based on deep
learning. They use LeNet5 [11] to train the classification model. Qiao et al. [25] proposed a malware
classification method based on the word vector of bytes in the malware sample and MLP.

Nari and Ghorbani [20] proposed a malware classification method based on network behavior
in 2013. They obtained network packets by executing malware, built a network interaction flow
chart based on data packets, and obtained the number of nodes, root out-degree, average out-
degree, maximum out-degree from the graph, and other characteristics. Next, each sample could
be converted into a vector, and finally they could use the classification algorithm to classify the
malware. In 2013, Park et al. [21] proposed a method for detecting and classifying malware based
on the common system call path. The experimental results showed that the false positive rate was
close to 0%. In 2015, Pascanu et al. [22] regarded the instructions and APIs of malware dynamic
execution as the language of malware, then used the cyclic neural network algorithm to classify
malware, and the accuracy rate reached 98.3%. Giannella and Bloedorn [9] proposed a clustering
method based on spectral clustering in 2015. The features used include dynamic information such
as call graph of malware execution and HTTP. In 2016, Huang and Stokes [39] proposed a binary
malware classification technology based on the multi-task deep learning framework, with 4.5 mil-
lion samples as the training set and 2 million samples as the test set. The detection false-positive
rate was only 0.358%, and the malware family classification error rate was only 2.94%.

Malware features mainly include dynamic and static. Dynamic features are mainly obtained
by running samples in the sandbox. However, a lot of samples could not enter the main process
[44], so the extracted dynamic features do not have unique family attributes. Therefore, although
dynamic analysis can deal with code packing and confusion effectively (of which static methods
have no such competence), its code coverage is not as good as static analysis. The static features
used in the current classification methods mainly include import tables, strings, n-gram binary
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sequences, APIs [41], assembly instructions, call graphs [38, 43], and so forth. Due to encryption
and confusion, among others, features extraction is more difficult. The value of n in the n-gram is
usually set to 2 or 3 in consideration of performance and does not well express the characteristics
of the sample.

Word2Vec is a framework developed by Google’s Mikolov et al. [19] to calculate word vectors.
It is widely used in the study of text categorization [8], sentiment analysis [42], and other natural
language processing [26, 28]. At present, there are also many works that Word2Vec and other nat-
ural language processing methods for malware detection and classification. Popov [23] proposed
a malware detection method based on Word2Vec and machine learning in 2017. He regarded the
assembly instruction sequence as a sentence in a document, treated a single assembly instruction
as a word, and then used Word2Vec to calculate word vector of different instruction on the sam-
ple set. Next, he took the first n instructions of each sample, constructed each into a matrix, and
finally constructed a classification model using a Convolutional Neural Network (CNN). The
test results showed that the method had 96% accuracy. In 2017, Tran and Sato [37] proposed a
malware classification method based on Natural Language Processing and API. They first used dy-
namic analysis technology to obtain the API call sequence of malware, then used n-gram, Doc2Vec
[17], TF-IDF, and other natural language processing methods to convert the API call sequence into
a vector. Second, they constructed a classification model using SVM, K-nearest neighbor, MLP,
the RF algorithm, and so forth. The test results showed that the accuracy was between 90% and
96%. Cakir and Dogdu [2] proposed a method of malware classification based on deep learning
in 2018. The process of sample matrixing was similar to that of Popov [23] and then used GBM
(Gradient Boosting Machine) [7] to construct a classification model; they achieved an accuracy of
96%.

An in-depth study of Word2Vec reveals that the word vector calculated by Word2Vec has a good
ability to represent the language characteristics of the corpus. Under the same model, the word
vectors calculated by the same word in the same category corpus are similar. However, in different
categories, the word vectors calculated on the corpus differ greatly.

3 THEORETICAL BASIS

3.1 Word2Vec Principle

The early word vector is one-hot form, and it is the simplest one in the word vector forms—for a
thesaurus, first countingV words contained in the dictionary, then fixing the order of theV words,
and sorting according to letters, frequency, or order of appearance, and so forth. Finally, each word
can be represented by aV -dimensional sparse vector, where only the position has the word 1, but
all other positions are 0. Since the word vector is generally around 100,000, the dimension of the
one-hot formal word vector will be large, which usually causes dimensionality disaster.

To solve the problem of one-hot word vector, a form of distributed word vector is proposed
whose dimension is fixed and the values of all elements in the vector are arbitrary real numbers.
At present, Word2Vec [19] is a kind of framework for calculating all the distributed word vectors.
In this framework, the word vector is a by-product of the Continuous Bag-of-Words (CBOW)

neural network model and Skip-gram. The model structure is shown in Figure 1. In the CBOW
model, the input layer is the first n and the last n words of the word w (t ), the projection layer
accumulates all the vectors of the input layer, and the output layer is a large binary tree containing
all of the corpus. The initial value of all word vectors in the CBOW model can be a random specific
dimension vector. The ultimate goal of training is to passw (t −n),w (t −n+ 1), . . . ,w (t − 1),w (t +
1), . . . ,w (t + n − 1),w (t + n) to the model and output w (t ).

ACM Transactions on Internet Technology, Vol. 22, No. 1, Article 10. Publication date: September 2021.



10:6 Y. Qiao et al.

Fig. 1. CBOW and skip-gram of Word2Vec.

Fig. 2. General usage of Word2Vec.

3.2 Two Usages of Word2Vec

In general, the usage of Word2Vec is shown in Figure 2. The word vector of each word is calcu-
lated on a corpus, and the distance between vectors can be used to obtain the similar word set of
each word. Then, the word vector is used for text matrixing. Finally, text clustering or labeling of
the training classifier is based on the categories that the text already has. The advantage of this
usage is that the word vector is calculated in advance. When converting text into a matrix, it is
only necessary to combine the word vectors into a matrix in order. However, this method ignores
the language characteristics of different categories of texts, and the language characteristics of dif-
ferent authors, functions, and types that have different language characteristics. All of these may
lead to false positives in classifying and clustering.

In this article, the usage of Word2Vec is shown in Figure 3. Each text in the corpus is treated as
a corpus. Word2Vec is used to calculate the word vector of each word appearing in the text. Then,
a sequence of a fixed number of fixed orders is filtered out in the entire corpus. These sequences
of words are then combined into a matrix according to the sequence of words and the word vec-
tors calculated on the text. Finally, a classification or a clustering can be performed on the full
corpus.

There are 10,868 files belonging to nine families in BIG 2015 [31]. First, Word2Vec was used to get
the word vector of all bytes on the sample belong to BIG 2015. Then we calculated the distribution
of the cosine similarity of the word vector of the bytes belonging to the same and different families.
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Fig. 3. The usage of Word2Vec in this article.

Fig. 4. The similarity distribution of word vectors of bytes of the same family and different family samples.

The result is shown in Figure 4. It can be seen from Figure 4 that the cosine similarity of the word
vectors of 0x00, 0x01, 0x02, 0x03, 0x04, 0x05, and so on, of the same family sample is much larger
than the cosine similarity of different family samples.

We also calculated the word vector of all assembly instructions on each sample, then the distri-
bution of the cosine similarity of the word vector of the assembly instructions belonging to the
same and different families. The result is shown in Figure 5. It can be seen from Figure 5 that the
cosine similarity of the word vectors ofpush,mov ,pop, xor , call , cmp, and so on, of the same family
sample is much larger than the cosine similarity of different family samples.

The results in Figure 4 and Figure 5 show that word vector of bytes and assembly instructions
calculated on each sample by Word2Vec has good family characteristics.

3.3 MLP

MLP is the most intuitive and simplest deep neural network. The basic structure is shown in
Figure 6. An important feature is the full connection between the layers and the multi-layer struc-
ture. The first layer is the input layer, the middle layer is the hidden layer, and the last layer is the
output layer. The hidden layer of MLP is not fixed, and the number of neurons in each layer of
the hidden layer and the output layer is not fixed. In addition to the input layer, neurons of each
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Fig. 5. The similarity distribution of word vectors of assembly instructions of the same family and different

family samples.

Fig. 6. The basic structure of MLP.

layer use an activation function. The ReLU function relu (x ) = max (0,x ) generally is used as the
activation function of the hidden layer, and the Softmax function so f tmax (x j ) =

x j∑K
k=1 xk

is used

as the activation function of the output layer.
Figure 7 shows the model of the neuron in the hidden layer of the Multilayer Perceptron. The

output of the neuron is y = f (
∑K

i=1wi · xi + b) = f (WX + b), where wi represents weights, W
represents weight matrix, xi represents input,X represents the input matrix, b represents bias, and
f (·) represents activation function.
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Fig. 7. The model of the neuron in the hidden layer of MLP.

With forward propagation, the output of the five neurons in the first layer of the hidden layer
in Figure 6 is as follows:
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1
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2
1 )
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1 )

y4
1 = f (u4

1 ) = f (
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4
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1 x1 +w
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y5
1 = f (u5

1 ) = f (
∑K

i=1w
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5
1 ) = f (w51

1 x1 +w
52
1 x2 +w
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5
1 ).

(1)

The subscript indicates the layer where it is located, and the superscript indicates the location of
the neuron. For example, y1

1 indicates the output of the first neuron in the first layer. Then the
preceding expression is converted into a matrix:

Y1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

y1
1

y2
1

y3
1

y4
1

y5
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

= f
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�������
�

= f (W1 · X + B1). (2)

Y1 represents the output of the first layer, W1 represents the weight matrix of the first layer, and
B1 represents the offset matrix of the first layer. To extend the forward propagation calculation
process of layer 1 to any layer in the network, such as layer l , then

⎧⎪⎪⎪⎨⎪⎪⎪⎩

y j

l
= f (u j

l
)

u j

l
=
∑

i ∈Ll−1
w ji

l
yi

l−1 + b
j

l
Yl = f (Ul ) = f (Wlyl−1 + Bl ).

(3)

Ll represents the neuron of the layer l , the output of this layer is Yl , the output of the j-th neuron
of this layer is y j

l
, and the input of this node is u j

l
. The weight matrix connecting layer 1 and layer

l − 1 isWl , and the weight of the i-th node of layer l − 1 to the j-th node of layer l is w ji

l
.

After the network structure of the MLP is completed, all that is done during training is to use the
back propagation of the loss from the back network layer to the front network layer to complete
the parameter update. In this work, the MLP is used for classification. There are multiple neurons
in the output layer, and each neuron corresponds to a classification. Let the input sample be X =
[x1,x2, . . . ,xn] and its classification is Y = [y1,y2, . . . ,ym]. According to Equation (3), for the last
layer of the network (assumed to be the k-th layer), namely the output layer, the loss function is
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defined as

L(Y ,Yk ) =
m∑

i=1

l (yi ,yki ). (4)

To minimize the loss function, it is derived by gradient
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According to the previous definition,
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can be converted to
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According to the network structure, the input of the neuron in layer l + 1 is the output of layer l ,
and hence the loss function can be regarded as the function of the input of each neuron in layer
l + 1, then
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l

=
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l+1. (7)

The sensitivity of the node is defined as the rate of change of the error to the input: δ = ∂L
∂u

, then
the sensitivity of the j-th neuron in the layer l is
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Therefore, the gradient of the loss function to each parameter is
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(9)

To express all nodes of each layer in a matrix way, the update formula of parameters of each layer
is

⎧⎪⎨⎪⎩
Wl :=Wl − η ∂L

∂Wl
=Wl − ηδlY

T
l−1

Bl := Bl − η ∂L
∂Bl
= Bl − ηδl .

(10)

η ∈ R is the learning rate. The network parameter update depends on the learning rate. The larger
the learning rate, the larger the parameter update step, and the smaller the learning rate, the smaller
the parameter update step.

4 CLASSIFICATION METHOD

A malware classification method based on Word2Vec and MLP is proposed in this article. First,
for one malware sample, Word2Vec is used to calculate a word vector for all bytes of the binary
file and all instructions in the assembly file. Second, we combine these vectors into a 256x256x2-
dimensional matrix. Finally, we designed a deep learning network structure based on MLP to train
the model.
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Fig. 8. Bytes in one malware binary file.

4.1 Word Vector of Bytes

There is an enormous number of bytes ranging from 0x00 to 0xFF in hexadecimal form in a mal-
ware binary sample, as shown in Figure 8.

We see many consecutive 0xCC and consecutive 0x00 in the malware binary sample. In exe-
cutable files, especially PE files, the byte 0xCC usually indicates an interrupt instruction, whereas
consecutive 0xCC is usually used for alignment. Continuous 0x00 is mainly used to separate sec-
tions in the executable file. In this work, we treat 256 bytes as words used for writing the document,
and the same consecutive bytes are treated as delimiters, thus cutting a document into multiple
sentences. In the long-term malware analysis work, five or more consecutive 0x00 or 0xCC are
meaningless bytes. After removing them from the binary file, each malware example can be con-
verted into a document comprised of many sentences written by bytes.

Then the Word2Vec algorithm is used to train the document converted from a malware binary
file. For each byte, we could get a word vector. In this work, the dimension of the word vector is
set to be 256, and hence the word vector of bytes can be represented as

W i
S = (x i

1,x
i
2, . . . ,x

i
256), i ∈ [0x00, 0x f f ]. (11)

In the preceding equation, W i
S

represents the i-th byte’s word vector in the malware file S . Then

a 256x256 matrix M
Byte

S
could be converted by combining the word vectors of all 256 bytes in

ascending order, as follows. This method was first proposed by Qiao et al. [25].

M
Byte

S
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

W 0x00
S

W 0x01
S

W 0x02
S
...

W
0xf f

S

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x0x00
1 · · · x0x00

256
...

. . .
...

x
0xf f
1 · · · x

0xf f
256

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(12)

The values in the word vector calculated by the Word2Vec algorithm are mostly decimal and neg-

ative, as well as the values in M
Byte

S
. We want to confirm again at the image level whether this

method has obvious class discrimination. Hence, we need to normalize MByte

S
, as follows:

M ′
Byte

S
= int �

�
M

Byte

S
−min(M

Byte

S
)

max(M
Byte

S
) −min(M

Byte

S
)
× 255�

�
. (13)

We convert the matrix M ′
Byte

S
to a grayscale image, as shown in Figure 9. As we all can see

from the figure, there is a significant difference among the grayscale images converted from
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Fig. 9. Grayscale images converted from word vectors of bytes.

different malware families, whereas the similarity among the grayscale images converted from
the same malware family is very high. This proves that the word vector of byte has obvious class
discrimination.

4.2 Word Vector of Assembly Instructions

The assembly file could be reversed from the executable malware sample. An assembly file consists
of many functions, which starts with “proc near/far” and ends with “endp”. A function is typically
comprised of several code blocks separated by “loc_xxx”, as shown in Figure 10.

We have found in a lot of malware analysis work that for a function, even if the same compilation
tool is used and the same compilation options are set, if the function’s position in the source code
is different, the function’s jump position in the assembly code will also different. To eliminate the
effects of position differences, the constant parameters in the assembly file are deleted, and only
the assembly instruction sequence is retained, as in the method of Shankarapani et al. [35].

In summary, the assembly code documentation process is as follows:

• We reverse a executable file to an assembly file.
• The assembly file is split into functions according to “proc near/far” and “endp”.
• The assembly instruction sequence are extracted from the function by removing parameters.
• An article written by assembly instructions is converted from the assembly file of a malware

sample.

We collected 213 commonly used assembly instructions, such as mov, push, xor, and cmp. They
are sorted alphabetically and represented as I = {ins1, ins2, . . . , ins213}. Then the word vectors of
assembly instructions are calculated using the CBOW model of Word2Vec, for all malware samples.
The dimension of the word vector is also set to be 256. The word vector of an assembly instruction
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Fig. 10. Example of a function in an assembly file.

is represented asW insi
s = [x insi

1 ,x insi

2 , . . . ,x insi

256 ], insi ∈ I , whereW insi

S
indicates the word vector

of the assembly instruction insi in the malware file S .
All word vectors of the instructions of one malware file are combined into a matrix in alpha-

betical order. There may be some instructions that some samples do not contain. For them, a 256-
dimensional zero vector, denoted as �0, is filled. We fill 43 (256 – 213 = 43) zero vectors in the end.
Finally, every assembly file of malware is converted into a matrix, as follows. This method was
first proposed by Qiao et al. [24].

M Ins
S =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

W ins1
S
...

W ins213
S
�0214

...
�0256

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

x ins1
1 · · · x ins1

256
...

. . .
...

0 · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(14)

We also want to confirm again at the image level whether this method has obvious class discrimi-
nation. Hence, we need to normalize M Ins

S
as follows:

M ′Ins
S = int �

�
M Ins

S
−min(M Ins

S
)

max(M Ins
S

) −min(M Ins
S

)
× 255�

�
. (15)
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Fig. 11. Grayscale images converted from word vectors of assembly instructions.

We convert the matrix M ′Ins
S into a grayscale image, as shown in Figure 11. As we all can see from

the figure, there is a significant difference among the grayscale images converted from different
malware families, whereas the similarity among the grayscale images converted from the same
malware family is very high. This proves that word vector of assembly instruction has obvious
class discrimination.

4.3 Deep Learning Network Structure

After the preceding two steps, for each malware sample, the matrixes MByte

S
and M Ins

S
are com-

bined into a 256x256x2-dimensional matrix MS .

MS = [MByte

S
,M Ins

S ] (16)

The structure of the neural network in this article is designed based on MLP adding the
DROPOUT. The details of the network structure are shown in Figure 12, and each layer’s func-
tions are as follows: INPUT : Input layer; each malware is pre-processed, converted into a matrix
of 256x256x2 dimensions, and expanded into a vector of 131,072 dimensions, so the input dimen-
sion is 131,072.

FC1: Fully connected layer; this layer includes 512 units, and using the ReLU activation function,
each unit is fully connected with the input feature vector. DROPOUT is used to reduce over-fitting,
and the probability of DROPOUT sets to 0.2.

FC2: Fully connected layer; this layer includes 512 units, and using the ReLU activation function,
each unit is fully connected with the feature vector output by the FC1 layer. DROPOUT is used to
reduce over-fitting, and the probability of DROPOUT sets to 0.2.

OUTPUT : Output layer; this layer is fully connected with the previous layer FC2. The length
of the output corresponds to the total number of classes. We use Softmax as the classification
function.
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Fig. 12. Deep network structure of this work.

Table 1. Experimental Results of This Method

Order Precision Recall F1 Score
1 99.27% 99.26% 99.25%
2 99.26% 99.26% 99.26%
3 99.54% 99.54% 99.53%
4 99.08% 99.07% 99.07%
5 98.88% 98.80% 98.80%
6 99.01% 98.98% 98.98%
7 97.96% 97.78% 97.77%
8 99.18% 99.17% 99.16%
9 99.09% 99.07% 99.07%
10 98.82% 98.70% 98.73%

5 EXPERIMENTAL EVALUATION

5.1 Experiment on Traditional Malware

5.1.1 Traditional Malware Dataset. In this work, the dataset BIG 2015 [31] is used for exper-
iments. The Microsoft Malware Classification Challenge was announced in 2015 along with a
publication of a huge dataset, consisting of disassembly and bytecode of more than 20K malware
samples. The dataset has become a standard benchmark for research on modeling malware behav-
ior. The training set of BIG 2015 contains 10,868 samples belonging to nine families. There are two
types of files for each sample in the dataset: a binary file and an assembly file. This work uses both
files.

5.1.2 Experimental Results. This work uses 10-fold cross validation for experiments. We scram-
ble the entire dataset and then divide it into 10 subsets to ensure that each subset contains samples
of each family. In each experiment, one of them is used as the test set, one is used as the verifi-
cation set, and the other eight are combined as the training set. Table 1 shows the results of 10
experiments. As we all can see from Table 1, the average precision rate of 10 experiments is 99.01%.
This shows that the precision of our method is very high.

We put the detailed results from one experiment in Table 2. In this experiment, the accuracy
rate is 99.54%. Then we draw the confusion matrix for this experiment.
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Table 2. The Results of One Experiment

Malware Family Precision Recall F1 Score Support

Ramnit 0.9938 0.9938 0.9938 161
Lollipop 1.0000 1.0000 1.0000 264
Kelihos_ver3 1.0000 1.0000 1.0000 260
Vundo 1.0000 0.9756 0.9877 41
Simda 1.0000 0.7500 0.8571 4
Tracur 0.9875 0.9875 0.9875 80
Kelihos_ver1 1.0000 1.0000 1.0000 35
Obfuscator.ACY 0.9760 0.9919 0.9839 123
Gatak 1.0000 1.0000 1.0000 113
Avg./total 0.9954 0.9954 0.9953 1,081

Fig. 13. Confusion matrix for multi-classification using MLP model.

The confusion matrix of the experiment for the MLP multi-class classifier is shown in Figure 13.
The blocks represent the scores of malware samples belonging to the malware family on the ver-
tical axis, and they are classified into malware families on the horizontal axis, where 0 represents
white and 1 represents black. As can be seen from Figure 13, almost all malware families have
achieved high classification accuracy.

Figure 14 shows the ROC curve for multi-classification of the method in this article. It can be
seen that the area under the curve is up to almost 1.0000.

5.2 Experiment on IoT Malware

5.2.1 IoT Malware Dataset. Thousands of IoT malware files, which were in Executable and

Linkable Format (ELF), were collected and were labeled by VirusTotal [1]. VirusTotal inspects

ACM Transactions on Internet Technology, Vol. 22, No. 1, Article 10. Publication date: September 2021.



Malware Classification Based on Multilayer Perception and Word2Vec for IoT Security 10:17

Fig. 14. ROC curve for multi-classification using the MLP model.

Table 3. Details of the IoT Malware Dataset

Family Name Family Tag Number of Samples
Mirai 0 4,688

Gafgyt 1 2,817
Tsunami 2 383
Ganiw 3 228
Dofloo 4 205

Mayday 5 137

items with more than 70 anti-virus scanners and URL/domain blacklisting services, in addition
to myriad tools to extract signals from the studied content. The results are widely accepted by
scientific research and industry. Among them, we selected 8,458 files from six IoT malware families,
as shown in Table 3. For the binary ELF file, we used reverse tools to get its assembly code. Finally,
we have the binary ELF file and assembly file for every malware sample.

5.2.2 Experimental Results. We also use 10-fold cross validation for experiments on IoT mal-
ware. As we all can see from Table 4, the average precision rate of 10 experiments is 98.41%. The
precision is very high, and it is basically equal to the results of experiments on traditional malware,
shown in Table 1.

We put the results of all classes of one experiment in Table 2. It can be seen from Table 5 that
the accuracy rate of five IoT malware families is 96.67%, the average recall rate is 96.57%, and the
average F1 score is 96.49%.

The confusion matrix for the MLP multi-class classifier on IoT malware is shown in Figure 15.
As can be seen ine Figure 15, almost all malware families achieve high classification accuracy.

Figure 16 shows the ROC curve for multi-classification on IoT malware of the method in this
article. It can be seen that the area under the curve is 0.9979.

5.3 Work Comparison

Kim [15] proposed a method for analyzing images through artificial intelligence deep learning in
2018, and protecting big data by quickly detecting malware. Kim [15] also performed experiments
on the training set of the Microsoft Malware Classification Challenge (BIG 2015) [31], and the
highest accuracy was 91.76%. Rahul et al. [30] also converted malware binary files into grayscale
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Table 4. Experimental Results of This

Method on IoT Malware

Order Precision Recall F1 Score
1 96.67% 96.57% 96.49%
2 99.39% 97.63% 97.57%
3 99.94% 97.98% 97.92%
4 94.17% 97.51% 97.49%
5 99.64% 96.80% 96.69%
6 99.28% 96.80% 96.72%
7 99.56% 98.34% 98.28%
8 99.63% 96.56% 96.46%
9 97.86% 97.51% 97.57%
10 98.19% 97.04% 96.97%

Table 5. Results of One Experiment on IoT Malware

Malware Family Precision Recall F1 Score Support

Mirai 0.9716 0.9917 0.9816 483
Gafgyt 0.9593 0.9557 0.9575 271
Tsunami 1.0000 0.7000 0.8235 30
Ganiw 1.0000 0.8462 0.9167 26
Dofloo 0.8571 1.0000 0.9231 24
Mayday 1.0000 1.0000 1.0000 12
Weighted avg. 0.9667 0.9657 0.9649 846

images and then used deep learning methods for classification. They also tested on the BIG 2015
[31] dataset, and the average accuracy rate reached 94.91%. The results of the work comparison
are shown in Table 6. Among the three works, the work of this article has the highest accuracy.

5.4 Discussion

Based on the preceding two experiments, our method’s average classification accuracy for tradi-
tional malware reached 99.54%, and the average classification accuracy for IoT malware was as
high as 98.41%. They show that this method not only effectively classifies traditional malware but
also accurately classifies IoT malware. This work is an extension of our previous work [25]. The
previous work only used the features based on the word vector of bytes in the malware binary file,
and its performance on IoT malware is slightly worse. This work is also an extension of our other
previous work [24]. In this work, another byte feature is used, and experiments have shown that
this feature has no positive effect on the classification results. In addition, this previous work uses
the CNN, and it has been shown that the CNN does not improve accuracy but reduces efficiency.

The results of the work’s comparison with our previous works are shown in Table 7. Among
the three works, the work of this article has the highest accuracy and better efficiency.

6 CONCLUSION AND FUTURE WORK

As the types of features used in current malware classification methods continue to increase, the
difficulty of feature extraction is increasing. As a result, the complexity of classification becomes
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Fig. 15. Confusion matrix for multi-classification on IoT malware using the MLP model.

Fig. 16. ROC curve for multi-classification on IoT malware using the MLP model.

Table 6. Work Comparison

Word Feature Method Accuracy
Kim [15] File grayscale CNN 91.76%

Rahul et al. [30] File grayscale CNN 94.91%
This work Word vectors of bytes and assembly instructions MLP 99.54%

higher and higher. However, the accuracy has not improved significantly. Malware designed for
IoT devices poses a serious threat to the security of IoT devices. A malware classification method
based on word vector of bytes and MLP is proposed in this article. The key idea of this method
is that the relationship of bytes and assembly instructions in the same family sample is similar,
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Table 7. Comparison with Our Previous Works

Work Feature Method Accuracy
Previous work 1 [24] Multi-channel image LeNet5 98.76%
Previous work 2 [25] Word vectors of bytes MLP 98.89%

This work Word vectors of bytes and assembly instructions MLP 99.54%

and the relationship of bytes and assembly instructions in different family samples is distinctly
different. Therefore, the word vector of bytes and assembly instructions has the ability to describe
the characteristics of the malware family. It is feasible to classify malware families based on word
vectors of bytes and assembly instructions. IoT malware could also be accurately detected and
classified. This will greatly improve the efficiency of malware analysts and guarantee the safety of
IoT devices. With the construction of smart cities, the number of IoT devices is growing rapidly,
leading to an explosive growth of malware designed for IoT devices. These malware pose a seri-
ous threat to the security of IoT devices. In the future, we will conduct in-depth research on IoT
malware detection and classification.
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