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ABSTRACT
Predicting crop yield is a complex task since it depends on 
multiple factors. Although many models have been developed 
so far in the literature, the performance of current models is not 
satisfactory, and hence, they must be improved. In this study, 
we developed deep learning-based models to evaluate how the 
underlying algorithms perform with respect to different perfor
mance criteria. The algorithms evaluated in our study are the 
XGBoost machine learning (ML) algorithm, Convolutional Neural 
Networks (CNN)-Deep Neural Networks (DNN), CNN-XGBoost, 
CNN-Recurrent Neural Networks (RNN), and CNN-Long Short 
Term Memory (LSTM). For the case study, we performed experi
ments on a public soybean dataset that consists of 395 features 
including weather and soil parameters and 25,345 samples. The 
results showed that the hybrid CNN-DNN model outperforms 
other models, having an RMSE equal to 0.266, an MSE of 0.071, 
and an MAE of 0.199. The predictions of the model fit with an R2 

of 0.87. The second-best result was achieved by the XGBoost 
model, which required less time to execute compared to the 
other DL-based models.
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Introduction

Crop yield prediction is crucial for improving food security and ensuring the 
availability of food at an adequate level (You et al. 2017). For rapid decision- 
making, it is important to perform this task with high accuracy at regional and 
national levels. For example, import and export decisions can be made easily 
by policymakers when the results of crop yield prediction are accurate. For 
farmers, this type of prediction is beneficial for financial decisions. Seed 
companies can also evaluate the performance of new seeds in different 
environments.

In the last few decades, there are several initiatives to decrease hunger 
globally and feed the rapidly growing population (McGuire 2015). Despite 
the substantial increase in yield in crop production in the past five decades, 
nearly 800 million people still do not have sufficient food to eat (Lal 2016). 
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Therefore, the 2030 Agenda for Sustainable Development of the United 
Nations has prioritized the fight against hunger and an improvement in 
food security (Desa 2016). Predicting the potential yield of the crop is 
a milestone for many actors involved in the production and trading stage of 
agriculture. It is important to provide the farmers with a yield prediction to 
plan their finances and manage the use of resources. In this way, growers can 
make more informed economic and management decisions, while early pro
blem detection relevant to the yield can help trigger corrective actions for the 
whole crop. Crop yield prediction could prove to be the way of making better- 
informed decisions when planning and executing activities (Cabrera et al. 
2009). That makes crop yield prediction a significant challenge that needs to 
be addressed. The yield level of crops depends on multiple factors such as 
weather and soil conditions, the use of fertilizers, and the seed variety (van 
Klompenburg, Kassahun, and Catal 2020; Xu et al. 2019), also determining the 
plant phenotype.

Various crop simulation and yield estimation models have been used and 
produced reasonable crop yield estimations (Filippi et al. 2019; van 
Klompenburg, Kassahun, and Catal 2020). Artificial Intelligence (AI) can 
be used to make better crop yield estimations based on the aforementioned 
factors (Kim et al. 2019). Recently, Machine Learning (ML), which is 
a branch of AI, has been used widely for crop yield prediction due to its 
ability to discover non-linear rules and patterns in large datasets that come 
from multiple sources (Chlingaryan, Sukkarieh, and Whelan 2018; Zhang 
2006). The ML techniques vary from simple regression models to more 
complex Deep Learning (DL) algorithms (Chlingaryan, Sukkarieh, and 
Whelan 2018; van Klompenburg, Kassahun, and Catal 2020). Deep 
Learning is a sub-branch of ML that uses multiple layers analysis to trans
form raw data and discover the important but hidden features contained in 
the dataset (Khaki and Wang 2019; LeCun, Bengio, and Hinton 2015; Bengio 
2009; Buduma and Locascio 2017). Better performance in crop yield predic
tion can be reached by adding more hidden layers in DL models (Khaki and 
Wang 2019; LeCun, Bengio, and Hinton 2015).

Despite their importance and wide usage, there are several challenges in 
applying ML and DL models for crop yield prediction. The training of these 
models takes a lot of time, especially when the models contain many layers. 
Also, the performance of the models may be different depending on a number 
of circumstances. Furthermore, the most complex models may not always 
result in the best performance, making algorithm selection difficult. For 
instance, the XGBoost algorithm is preferred by many researchers due to its 
speed, efficiency, and requirement for less data manipulation. Convolutional 
Neural Networks (CNN) algorithm is well-known for its ability to learn 
features from data. Deep Neural Networks (DNN) algorithm holds the advan
tage of dealing with non-linear data successfully.
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In this study, we investigate the power of XGBoost and hybrid CNN-DNN 
models to build crop yield prediction models and perform feature engineering 
to evaluate the performance of the resulting models. Our study aims to guide 
researchers and practitioners alike in how to use ML and DL techniques for 
crop yield prediction, highlight the pitfalls, and provide possible solutions. The 
feature engineering techniques we suggest for feature selection may shed light 
on the different approaches used to achieve better performance in crop yield 
prediction.

The main contributions of this paper are four-fold shown as follows:

● We developed several hybrid deep learning-based crop yield prediction 
models and investigated their performance on public datasets

● We investigated the performance of gradient boosted trees algorithm (i.e., 
XGBoost) and compared its performance against hybrid deep learning- 
based models

● We evaluated the effects of several feature engineering methods on the 
performance of crop yield prediction models

● We demonstrated that the hybrid CNN-DNN model provides the best 
performance and the XGBoost-based model is the second best model 
among others

The remaining parts of this report are organized as follows: Section 2 provides 
the related work. Section 3 presents the methodology. Section 4 explains the 
experimental results. Section 5 presents the discussion and finally, Section 6 
shows the conclusion.

Related work

In this section, related studies and the need for a novel approach are presented. 
To the best of our knowledge, no similar approach exists for crop yield 
prediction. In this respect, a pioneering effort has been made in the present 
study, representing the way for estimating crop production with the help of 
ML and DL.

Kang et al. (2020) performed a comparative study on maize yield prediction 
by assessing environmental variables with ML and DL algorithms. The vari
ables used in their study were derived from a range of data and were applied to 
compare the LASSO, Support Vector Regressor, Random Forest, XGBoost, 
LSTM, and CNN algorithms. They concluded that XGBoost outperforms all 
the other algorithms. The XGBoost also outperformed in maize yield predic
tion when compared with Ridge Regression (Shahhosseini et al. 2019).

A Convolutional Neural Network (CNN) and a Multi-Layer Perceptron 
(MLP) were used by Bargoti and Underwood (2017) to integrate images of an 
apple orchard, using computer vision techniques to efficiently count apple 
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fruits. They were able to detect and classify the apple fruits by making prob
ability maps for their locations. They also added meta-data after the last fully 
connected layer of MLP and compared the yield estimation between the 
estimated and true row counts based on the correlation coefficient. A similar 
task was performed by Apolo-Apolo et al. (2020b) who applied Faster Region 
Convolutional Neural Networks (Faster R-CNN) for automatically detecting 
apple fruits and making yield maps through orthomosaic maps derived from 
UAV images. The application of Faster R-CNN is also possible for yield 
prediction of citrus, olives, apples, cotton, and almonds, as presented by 
Apolo-Apolo et al. (2020a), Hani, Roy, and Isler (2020), and Tedesco- 
Oliveira et al. (2020).

Bellocchio et al. (2019) proposed a novel CNN architecture that learns to 
count fruits without the need for task-specific supervision labels. Herrero- 
Huerta, Rodriguez-Gonzalvez, and Rainey (2020) proposed an application of 
ML for soybean yield prediction using UAS-based multi-sensor data. They 
used the images and sensor data to make estimations by applying feature 
extraction techniques followed by Random Forest and XGBoost algorithms. 
They found that the XGBoost performed better than the Random Forest 
algorithm.

Deep learning (DL) methods have also been applied to soybean yield 
prediction by employing Long-Short Term Memory networks (LSTM) and 
CNN (Sun et al. 2019). In this case, CNN was able to explore and learn spatial 
features from images, while LSTM was able to reveal phenological character
istics of the crop by depicting temporal patterns at various frequencies. Their 
CNN-LSTM model based on Google Earth Engine performed better than 
CNN and LSTM individually for both accurate in-season and end-of-season 
soybean yield prediction.

Meng, Liu, and Wu (2020) used Stacked LSTM for rice yield prediction and 
managed to improve the performance of the LSTM compared to Auto- 
Regressive Integrating Moving Average (ARIMA), Gated Recurrent Unit 
(GRU), and Artificial Neural Networks (ANN) models by stacking multiple 
hidden layers on top of each other and therefore, increasing the depth of the 
network. As for the rice yield estimation, climatic and remote sensing data 
have been used by Ma et al. (2019) with the application of a Stacked Sparse 
Auto-Encoder (SSAE) method, which outperformed an ANN model. By using 
this method, they were able to automatically learn features from unlabeled 
data for analyzing temporal and spatial perspectives and as a result, avoid 
labor-intensive and hand-crafted feature design.

Khaki, Wang, and Archontoulis (2020) used weather components, soil 
conditions, and management practices as inputs to their CNN-RNN model. 
Also, a guided backpropagation method was used for feature selection and 
made the model more explainable. A similar approach to Khaki, Wang, and 
Archontoulis (2020) has been used by Wang et al. (2020a) and Sun et al. (2019) 
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who used a CNN-LSTM model for winter-wheat and soybean yield estimation, 
respectively. Coviello et al. (2020) and Lin et al. (2020) took advantage of 
several DL architectures, especially CNN and LSTM because of their ability to 
learn and extract spatial and temporal features from images, meteorological 
and yield data and developed novel DL models for predicting grape and corn 
yield, namely GBCNet and DeepCropNet, respectively.

Furthermore, intricate information is effectively extracted through the pro
cess of transforming raw inputs (i.e., satellite and climate data) toward a higher 
level of information (i.e., crop yield). For example, Maimaitijiang et al. (2020) 
applied both an input-level and an intermediate-level feature fusion DNN 
architecture to estimate grain yield. Moghimi, Yang, and Anderson (2020) 
indicated that the yield in wheat assigned to the sub-plots was based on the 
number of spikes and leaves regardless of the spatial location of spikes’ and 
leaves’ pixels with respect to each other in the sub-plot window. Due to this fact, 
the limitation of CNNs losing spatial information within sub-plots led to 
considering a vector of features for each sub-plot as the input layer for 
a DNN with fully connected layers. Features related to water and soil condi
tions, such as precipitation, amongst other data were also used in a DNN for 
winter-wheat yield prediction by Wang et al. (2020b) and for yield prediction of 
maize by Khaki and Wang (2019), and by Saravi, Nejadhashemi, and Tang 
(2020) with respect to the effect of irrigation. Gao et al. (2020) used DNN in 
combination with Transfer Learning for soybean and maize yield predictions.

Lastly, Elavarasan and Vincent (2020) applied a Deep Recurrent Q-Network 
model to estimate paddy yield. A Q-Learning algorithm makes the yield pre
dictions based on input parameters and then, an RNN algorithm works with the 
resulted data parameters. Specifically, the Q-values were mapped to the RNN 
values via a linear layer and the reinforcement learning agent incorporated 
a combination of parametric features with the threshold that helped in predict
ing crop yield. Finally, the agent receives an aggregate score for the actions 
performed by minimizing the error and maximizing the forecast accuracy.

The literature appears to contain few approaches combining ML with DL 
algorithms for crop yield prediction. As a result, we conclude that the full 
advantage of hybrid models is not taken yet and there is a lot of opportunities 
to improve the state-of-the-art in this field. We aim to make use of the strong 
features of each approach in a hybrid model to maximize the efficiency of crop 
yield prediction.

Methodology

In this section, we present the methodology followed throughout this study. 
We present the techniques used to process the data before they were imported 
in several models for making yield predictions on soybean. Also, we provide 
details for tuning the models that we used when conducting the experiments.
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Dataset

In our study, we used the dataset that Khaki and Wang (2019), and Khaki, Wang, 
and Archontoulis (2020) gathered, analyzed, and used in their studies. The study 
area for this dataset refers to the soybean crop in 9 states of the United States of 
America (USA). The dataset consists of weather, soil, and management data. 
Specifically, there are data of average observed yield through the time period of 
1980 to 2018. There is also information about the cumulative percentage of 
planted fields within each state on a weekly basis. The starting point for this data 
is April on an annual basis. As for the weather data features, they consist of the 
precipitation, solar radiation, snow water equivalent, vapor pressure, minimum 
and maximum temperature. The soil data features include wet soil bulk density, 
dry bulk density, clay percentage, the upper limit of plant-available water con
tent, lower limit of plant-available water content, hydraulic conductivity, organic 
matter percentage, pH, sand percentage, and saturated volumetric water content. 
All the soil variables were measured in different depths (i.e., 0–5, 5–15, 15–30, 
30–60, 60–100, and 100–200 cm) with 250 m2 resolution. Additionally, some soil 
variables were recorded on the surface of the soil (i.e., field slope in percent, 
average national commodity crop productivity index, and crop root zone depth). 
In total, the dataset consists of 395 features and 25,345 samples.

Data processing

Most of the time datasets contain missing values and extreme values called 
outliers. In prior to handling outliers and missing values, we checked the 
variance of data per feature. We set a threshold of 95%, which resulted in 
excluding 21 features that would probably not contribute. Later, we defined 
the dependent and the independent variables. Afterward, to deal with the 
missing values, we replaced them with a value of zero. However, in the dataset, 
not all variables have units or ranges of values. Therefore, standardization was 
required by removing the mean and scaling to unit variance. On the other 
hand, outliers may have a negative impact on the sample mean or variance. For 
this reason, we scaled the data using the RobustScaler from the scikit-learn 
library. We compared the results by using alternative scaling techniques such 
as the StandardScaler and the MinMaxScaler. The former uses the standard 
scaling technique by removing the mean value and scaling to unit variance. 
The latter transforms features by scaling them to a given feature from 0 to 1 in 
our case. The RobustScaler, which showed better results combined with our 
models, scales features using statistics that are robust to outliers. This is done 
by removing the median and scaling the data according to the quantile range. 
Its default range is between the first quantile and the third one. The statistics of 
the samples in the training set are computed so that centering and scaling take 
place on each feature, respectively.
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After scaling the data, it is important to evaluate the feature importance and 
select the most important features. Especially, in our case that there were 432 
independent variables, some of them may not contribute to the crop yield 
prediction models. For feature selection, we applied the SelectFromModel 
from the scikit-learn library. This technique is a meta-transformer for feature 
selection on the basis of importance weights. In our case, we used a threshold 
value equal to the mean, meaning that the features whose importance is 
greater or equal to the threshold value are kept, while the others are discarded. 
Moreover, the XGBRegressor model was used as the base estimator from 
which the transformer is built. In that case, this model is also a fitted estimator 
as we specified that a pre-fit model is expected to be passed into the con
structor function directly.

Crop yield prediction models

The crop yield prediction depends on multiple factors and thus, the execution 
speed of the model is crucial. At the same time, the selection of the most 
important criteria to estimate crop production is important. For this reason, 
the performance of the model may vary based on the number of features and 
samples. Ensemble methods of ML and DL-based techniques can take advan
tage of different algorithms to increase accuracy, reliability, sustainability, 
efficient learning, and robustness in building models (Ardabili et al., 2019; 
Mosavi et al., 2019). For the sake of computation speed and efficiency, the 
Extreme Gradient Boosting (XGBoost) algorithm was used. In one case, the 
XGBoost was used without being combined with any other technique. 
Furthermore, in another scenario, we employed CNN to initially extract the 
important features to be imported in the XGBoost model for making predic
tions. Due to CNN’s ability to extract information (Mosavi, Ardabili, and 
Varkonyi-Koczy 2019), we deployed another hybrid model that consists of 
a CNN followed by a DNN and a Fully Connected (FC) layer (see Appendix 
A). Lastly, because of the time-series data, we employed hybrid models of 
CNN layers combined with either RNN or LSTM layers. RNN and LSTM 
layers can handle time-series data while also benefiting from feedback con
nections (Mosavi, Ardabili, and Varkonyi-Koczy 2019) as in our case where we 
worked with data per location and year. Figure 1 shows the visual representa
tion of the proposed models.

Hyperparameters, evaluation metrics, and libraries

We experimented on tuning the hyperparameters and the depth of the models. 
The XGBoost model depends on several parameters. Amongst others, we 
tuned the maximum depth of a tree, while tuning the shrinkage used in the 
update to prevent overfitting. Setting lower values to both of them prevents the 
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model from overfitting the data. We also tuned the minimum loss reduction 
required to make a further partition on a leaf node of the tree, and the 
minimum sum of instance weight needed in a child. If those parameters are 
set with larger values, overfitting can be avoided. Lastly, the subsample ratio of 
the training instances and subsample ratio of columns when constructing each 
tree were tuned. Lower ratios of those subsamples are used when overfitting 
takes place.

As for the CNN and DNN branches of the hybrid models, they were both 
built with stacked convolutional and dense layers, respectively. Moreover, 
experiments were performed on the number of nodes, the learning rate, and 
the batch size, while we applied an early stopping criterion as a callback to 
avoid overfitting. In order to evaluate the performance of our model, we used 
the following evaluation metrics: Mean Squared Error (MSE), Root Mean 
Squared Error (RMSE), Mean Absolute Error (MAE), Coefficient of determi
nation (R2). The MSE is the squared difference of the observed values of 
a variable with its predicted values, divided by the number of values for this 
variable (Equation 1). It is an assessment of the quality of the predictor. The 
RMSE is the square root of the MSE, indicating the standard deviation of the 
residuals (prediction errors) (Equation 2). 

MSE ¼
1
n

Xn

i¼1
yi � ŷi
� �2 (1) 

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1
yi � ŷi
� �2

r

(2) 

The absolute difference of the predicted value with the actual value defines the 
MAE, which is a measure of errors between paired observations expressing the 
same phenomenon (Equation 3). 

Figure 1. A visual representation of the proposed models: (a) XGBoost (raw), (b) CNN-XGBoost 
(with RobustScaler) and XGBoost (with RobustScaler), (c) CNN-RNN (with RobustScaler and 
SelectFromModel), CNN-LSTM (with RobustScaler and SelectFromModel), CNN-DNN (with 
RobustScaler and SelectFromModel), XGBoost (with RobustScaler and SelectFromModel).
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MAE ¼
1
n

Xn

i¼1
ŷi � yi
�
�

�
� (3) 

Lastly, the R2 is the proportion of the variation in the dependent variable that 
is predictable from the independent variables. It is expressed by the division of 
Sum of Squares of Residuals (SSRes) with the total Sum of Squares (SSTot), and 
it ranges between 0 and 1 (Equation 4). 

R2 ¼ 1 �
P

i yi � ŷi
� �2

�i yi �
1
n
Pn

i¼1 yi
� � (4) 

All the experiments were performed in Python on the platform of Google 
Colab using multiple libraries and working with the Tensorflow framework as 
backend and Keras as frontend. The experiments in the Google Colab platform 
were carried out with Python version 3.7.10, Tensorflow version 2.4.1, and 
Keras version 2.4.3. The main libraries used are Pandas, sci-kit learn, Numpy, 
and Matplotlib.

Experimental results

In this section, the results of our research are presented. Before training 
the model and making predictions, we performed feature engineering on 
the dataset to select the most important features. Initially, we employed 
the hybrid CNN-XGBoost model where the CNN algorithm consists of 
three convolutional layers followed by a max-pooling and a dropout layer. 
The whole dataset with all features was imported to the first convolutional 
layer using a reshape layer so that they could be used by the CNN. After 
the dropout layer, the data were flattened and imported into a Fully 
Connected (FC) layer with a Rectified Linear Unit (ReLU) activation 
function. The dense layer of the FC from which the features were 
extracted consists of 48 nodes. Hence, 48 features were used to train the 
XGBoost model and make predictions.

Subsequently, the XGBoost was employed as a single method for 
training and making predictions. The whole dataset was used including 
all growing seasons and locations. The XGBoost alone was able to 
normalize and select the most important features. As such, we imported 
the complete dataset into the XGBoost model and got almost the same 
fit, but with worse evaluation performance, as shown in Table 1. In an 
attempt to make our approach much simpler and more efficient by 
reducing the number of imported features, we, then, used the XGBoost 
model with both the RobustScaler and combined it with the 
SelectFromModel feature selection technique. In the first case, it per
formed slightly worse than the hybrid CNN-XGBoost model, as shown 
in Table 1. In the second case, the XGBoost model was used as the 
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estimator attribute of the feature selection method. This method selected 
one-fourth of the total features and presented the second-best result, as 
shown in Table 1.

Furthermore, the hybrid CNN-DNN model consists of three stacked 
convolutional layers, followed by batch normalization, a max-pooling, and 
a dropout layer. The first CNN layer includes 64 neurons, while 
the second one has 128 and the third one has 256 neurons. The features 
imported in the first convolutional layer were selected with the 
SelectFromModel feature selection technique and the XGBoost as the 
estimator. The outputs of the convolution were then flattened and 
imported into a DNN built with three dense layers and ending in 
a dropout layer. The dense layers include the same number of neurons 
as the CNN layers (i.e., 64, 128, 512). Then, an FC layer is followed with 
a linear activation function to provide the predictions. This model pre
sented the best performance amongst the other models, as shown in 
Table 1.

Lastly, the same architecture as the hybrid CNN-DNN model followed 
the hybrids CNN-RNN and CNN-LSTM models. Instead of DNN, they 
consist of three stacked RNN and LSTM layers, respectively. All data were 
normalized with the RobustScaler scaling technique before being further 
processed, except for one case of applying XGBoost as a single method. 
The performance is evaluated in terms of the RMSE, MSE, MAE, and R2 

metrics. For RMSE, MSE, and MAE the lower the score value is, the 
performance is better. As for the R2, the higher the value is, the predic
tions better fit the original data.

According to the results, the hybrid CNN-DNN model with normal
ization and feature selection techniques achieved a remarkable perfor
mance, having R2 of 0.87, RMSE of 0.266, MSE of 0.071, and MAE of 
0.199. The model performance resulted after running the model in 150 
epochs, as shown in Figure 2. Figure 3 depicts MSE (on the Left) and 
RMSE (on the Right) values for the proposed models. Figure 4 shows 
MAE (on the Left) and R2 (on the Right) values for the proposed 
models.

Table 1. Performance of proposed models with respect to different evaluation metrics.
Models RMSE MSE MAE R2

CNN-DNN (with RobustScaler and SelectFromModel) 0.266 0.071 0.199 0.87
CNN-XGBoost (with RobustScaler) 0.346 0.120 0.263 0.78
XGBoost (raw) 4.936 24.360 3.764 0.80
XGBoost (with RobustScaler) 0.337 0.113 0.259 0.79
XGBoost (with RobustScaler and SelectFromModel) 0.299 0.089 0.228 0.83
CNN-LSTM (with RobustScaler and SelectFromModel) 0.415 0.172 0.314 0.67
CNN-RNN (with RobustScaler and SelectFromModel) 0.350 0.123 0.269 0.77
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Discussion

In this study, we used all years and locations of data to train the models and 
make predictions. Unfortunately, it was not possible to reproduce the results 
of Khaki, Wang, and Archontoulis (2020) through the code script provided 
due to incompatible versions of libraries and implementation frameworks. 

Figure 2. The performance of hybrid CNN-DNN in terms of the ratio of loss (MSE) per epoch.

Figure 3. MSE and RMSE values for all the proposed models.

Figure 4. MAE and R2 values for all the proposed models.
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They also concluded that their CNN-RNN model can achieve a performance 
of R2 within the range of 85.45–87.09%, combined with an RMSE in the range 
of 4.15–4.91. In our research, the CNN-RNN model performed slightly worse 
(R2 = 77%, RMSE = 0.350), while two of our proposed models showed almost 
similar results with less computational resources, less complexity, and more 
specialized techniques. Our proposed CNN-DNN outperformed with 
R2 = 87% and RMSE = 0.266, and our XGBoost-based model was the second- 
best model with R2 = 83% and RMSE = 0.299. The results of our outperform
ing CNN-DNN model indicate the novelty of our research for dealing with 
such a large dataset by using the proper data processing methods, architecture, 
and hyperparameter values. This model helped us achieve their highest per
formance in terms of R2, but we have also reached much lower RMSE. As for 
our second-best proposed model, the XGBoost achieved an R2 slightly worse 
than theirs, but still with less RMSE, computational resources, complexity, and 
higher speed.

Our approach could prove to be more efficient in making predictions 
because outliers or features with large variance through the years and different 
locations can be used to make an estimation. In their article, Khaki, Wang, and 
Archontoulis (2020) used a much lower learning rate of 0.0003, a higher batch 
size of 25, and thousands of epochs. However, with respect to memory and 
time limitation, we used a learning rate of 0.005, a batch size of 12 and 150 
epochs with a callback for early stopping. It is worth mentioning the different 
performances that we obtained from all the models when using different 
scaling techniques and applying a feature selection method. We consider 
that choosing a scaling technique should count on the different units and 
variance of the data. In our case where there are 395 different features with 
different values range and units, there was the need to capture the outliers that 
had an impact on features’ variance. That is why the RobustScaler technique 
proved to be better than the others. As for the feature selection method, it was 
crucial to use a light and efficient model for selecting features. This is the 
reason why using an XGBoost model for feature selection would be the best 
choice. XGBoost with its gradient boosting specialty is one of the most used 
algorithms handling large and complex datasets with high performance in 
a short time.

The reason behind combining several state-of-the-art algorithms to build 
hybrid models was to explore their applicability in handling such a large 
dataset that consists of plenty of independent variables. The advantages and 
disadvantages of using each method are presented in Table 2. The methods 
were compared based on their accuracy and complexity level and in terms of 
speed. The major advantage of the XGBoost stands on its high speed and 
accuracy at the same time. Probably that is because of its architecture which 
was designed for high-speed and performance in both classification and 
regression tasks by employing gradient boosted decision trees (Brownlee 
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2018). Moreover, it has the ability to boost trees for high model performance 
and speed (Quinto 2020), while constructing trees in parallel to deal with very 
large datasets. The XGBoost added those advantages to the hybrid model of 
CNN-XGBoost, which had the advantages of computation speed, but lacked 
accuracy. Also, the complexity was higher when one or more DL algorithms 
were used, making DL algorithms difficult to handle and tune. Methods like 
LSTM and RNN showed very low performance in both speed and accuracy. It 
seems that their abilities to handle time slow them down. That comes to the 
dilemma of whether to choose an ML or a DL method. Apparently, the answer 
stands between the accuracy that needs to be achieved and the resources that 
can be used. The more complex a method does not necessarily mean much 
higher performance.

However, results may differ in each run of the code. This happens because 
of the stochastic nature of the algorithms, meaning that the behavior of the 
algorithm incorporates elements of randomness every time, given the same 
dataset. Another reason is that all years and locations are used, resulting in 
a different sample every time we train the model. As a result, the algorithms 
learn a slightly different model in each turn, making slightly different predic
tions, evaluations, and performance.

Conclusion

In this study, we investigated a combination of machine learning and deep 
learning algorithms for estimating crop production and built hybrid models. 
The dataset was referred to as soybean crop across the Corn Belt in the United 
States and was previously used in many studies. Also, the dataset consists of 
weather, soil, and farm management data. We proposed five approaches by taking 
advantage of specific ML and DL algorithms’ specialties. The proposed 
approaches are the XGBoost as a single model, the XGBoost with scaling, the 
XGBoost combined with scaling and feature selection methods, the hybrids CNN- 
XGBoost, CNN-DNN, CNN-RNN, and CNN-LSTM models. The XGBoost was 
also used as an estimator for the feature selection technique. We took advantage of 
the speed and efficiency of XGBoost while using CNN to capture the dependencies 
of the data and extract information out of the data. The DNN was used as a feed- 

Table 2. Advantages and disadvantages for each method based on a scoring system of “+” for 
sufficient level and “++” for the high level of each case.

Models Accuracy Speed Complexity

CNN-DNN (with RobustScaler and SelectFromModel) ++ + ++
CNN-XGBoost (with RobustScaler) + + ++
XGBoost (raw) + ++
XGBoost (with RobustScaler) + ++
XGBoost (with RobustScaler and SelectFromModel) ++ ++ +
CNN-LSTM (with RobustScaler and SelectFromModel) ++
CNN-RNN (with RobustScaler and SelectFromModel) + ++
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forward propagation method for making predictions. The hybrid CNN-DNN 
model outperformed all the others, having R2 = 0.87, RMSE = 0.266, MSE = 0.071, 
and MAE = 0.199. Although we set a variance threshold and performed feature 
selection to explain what features should be used, there is still room for future 
research to make the models more explainable. It should be possible to explain in 
more detail how and what features were selected.

One limitation of this work is the use of the dataset that belongs to the soybean 
crop across the Corn Belt in the United States. Our results might be slightly 
different if different datasets are evaluated using the proposed models. The 
limited computational resources for free usage in the platform of Google Colab 
is another limitation for experimenting with different architectures, epochs, and 
hyperparameter values that slows down our model creation process. There is also 
a possibility to make the feature selection more distinct if the variables in the 
dataset are provided with their names instead of indices per category.

We consider that our study contributes to making predictions with simpler 
and state-of-the-art ML and DL algorithms by taking advantage of their special 
attributes. We demonstrated that high performance can be achieved with ensem
ble methods of ML and DL by taking advantage of the algorithms, architecture, 
hyperparameter values, and data processing. Simple models can prove to be 
efficient and overcome time limitations for fast predictions to support decision- 
making. Moreover, XGBoost is a promising ML method for both classification 
and regression tasks, performing very well in most cases. In our study, one of the 
XGBoost models presented the second-best performance. A hybrid model of 
XGBoost with a DL algorithm like RNN or LSTM, combined with an attention 
mechanism may provide higher performance in crop yield prediction using 
sequential data of dates, this is a future work we may analyze. Lastly, transfer 
learning can be used with a pre-trained model on a similar regression task for 
crop yield prediction. This method can save a lot of computational resources.
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