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Abstract: During the last two decades signi�cant work has been reported in the
�eld of cursive language’s recognition especially, in the Arabic, the Urdu and
the Persian languages. The unavailability of such work in the Pashto language
is because of: the absence of a standard database and of signi�cant research
work that ultimately acts as a big barrier for the research community. The
slight change in the Pashto characters’ shape is an additional challenge for
researchers. This paper presents an ef�cient OCR system for the handwritten
Pashto characters based on multi-class enabled support vector machine using
manifold feature extraction techniques. These feature extraction techniques
include, tools such as zoning feature extractor, discrete cosine transform, dis-
crete wavelet transform, and Gabor �lters and histogram of oriented gradients.
A hybrid feature map is developed by combining the manifold feature maps.
This research work is performed by developing a medium-sized dataset of
handwritten Pashto characters that encapsulate 200 handwritten samples for
each 44 characters in the Pashto language. Recognition results are generated
for the proposed model based on a manifold and hybrid feature map. An
overall accuracy rates of 63.30%, 65.13%, 68.55%, 68.28%, 67.02% and 83%
are generated based on a zoning technique, HoGs, Gabor �lter, DCT, DWT
and hybrid feature maps respectively. Applicability of the proposed model is
also tested by comparing its results with a convolution neural network model.
The convolution neural network-based model generated an accuracy rate of
81.02% smaller than the multi-class support vector machine. The highest
accuracy rate of 83% for the multi-class SVM model based on a hybrid feature
map re�ects the applicability of the proposed model.

Keywords: Pashto; multi-class support vector machine; handwritten
characters database; zoning; and histogram of oriented gradients

1 Introduction

Handwriting not only varies from person to person but mostly it varies for the same per-
son as well. In some cases a person cannot even read and understand its own handwritten
documents. Handwritten text is vaguer in nature comparative to machine printed text which
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makes it dif�cult to implement an accurate recognition system for handwritten text formats. To
address this problem this research work aims to develop an optical character recognition (OCR)
system for the handwritten Pashto language. Pashto is the of�cial language of Afghanistan and a
major language of the northern belt (Khyber Pakhtunkhwa) in the Pakistan. During the census
2008–2009 it was recorded that about 55–60 million people around the globe are native speakers
to this language [1]. Pashto language follows “Nasakh” writing style and composed from right
to left. It consists of 44 characters in its dataset after accumulating characters from the Urdu,
Persian and Arabic languages with some modi�cations in its original shape plus adding some
special characters speci�c to the Pashto language.

Pashto is also considered as sibling to the Urdu, Arabic and Persian languages. All these
languages are cursive in nature and composed from right to left like Pashto script. Urdu follows
“Nasta’liq” writing style while Arabic and Persian follows “Nasakh” style. Signi�cant research
work has been reported in these languages. Naz et al. [2] proposed recurrent neural network for
printed Urdu text recognition. Hasasneh et al. [3] reported a survey paper on the machine learning
techniques developed for the handwritten Arabic characters recognition. A little work has been
reported for the machine printed format of text in the Pashto language such as; Ahmad et al. [4]
suggested K nearest neighbors (KNN) classi�cation tool based on both low level and high level
features. Ahmad et al. [5] developed a database of Katib writing style for the Pashto language
and proposed neural network for the classi�cation and recognition purposes.

From the literature cited there is a limited work reported for the recognition of the
handwritten Pashto characters. Main objectives of the proposed research work are;

• To develop a benchmark Pashto characters database for research work.
• To develop an automatic recognition system (OCR) by using multi-class enabled sup-

port vector machine (SVM) and convolution neural network (CNN) for handwritten
Pashto characters.
• To analyze the applicability of the OCR system based on manifold feature extraction

techniques. These manifold feature extraction techniques comprised of zoning technique,
HoGs, Gabor �lter, DCT, DWT. Using these techniques a hybrid feature map is develop to
achieve high recognition rates for the identi�cation of the handwritten Pashto characters.

Rest of the paper is organized as follows: Section 2 outlines the available literature reported
for the recognition of the Pashto and other cursive languages like Urdu, Arabic and Persian.
Section 3 presents proposed methodology and the feature extraction algorithms followed for
the classi�cation the recognition purposes. it also outlines the results calculated based on the
classi�cation techniques proposed. The discussion section is presented in Section 4 followed by
the conclusion of the proposed research work in Section 5.

2 Background Study

This section of the paper provides an overview of the available research work reported
for the automatic recognition of the cursive languages (Urdu, Pashto, Arabic, Pashto and
Persian languages).

2.1 Literature Review
Since its birth, character recognition and identi�cation is considered as one of the signi�cant

and ongoing research area in the �eld of computer. While the recognition of the handwritten
characters is followed as the most challenging and dif�cult task in the �eld of machine learning
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and pattern recognitions due to high inconsistencies and continuous variations not only from
person to person but mostly for the same person as well. Character recognition task is classi�ed
into three main categories: of�ine printed characters recognition, of�ine handwritten characters
recognition, and handwritten online characters recognition. Signi�cant research has been reported
in all these three different categories for many cursive languages such as; Urdu, Pashto, Persian,
and many others, but limited work has been reported for the Pashto language. After analyzing the
existing research work reported for the recognition of the cursive languages in the peer-reviewed
digital libraries (ACM, Taylor & Francis, Wiley online, SpringerLink, ScienceDirect and IEEE
Explore) during 2011–2020 (a portion of 2020 is included), it was concluded that most of the
research work is reported for Urdu, Persian and Arabic languages but no work exists in these
libraries for the Pashto language. Annual trend for these languages is depicted in Fig. 1.
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Figure 1: Annual trend

After analyzing the literature it was also concluded that diverse approaches based on both
deep and shallow architectures are proposed for the automatic recognition of cursive languages.
Deep architectures include convolution neural network, feed forward neural network (CNN), feed
backward model, and many others while shallow architectures include support vector machine,
random forest, binary trees, k nearest neighbors, and many other generic classi�cation tools. After
2012 deep architectures gained signi�cation attention of the research community for the automatic
recognition of many problems especially text recognition due to its automatic feature extraction
capabilities and high recognition rates. Some of these deep and shallow architectures proposed for
the recognition of cursive text are listed below in Tab. 1.

From Tab. 1 it is concluded that a lot of research work exists for the recognition of cursive
languages but no signi�cant work exists for the recognition of the Pashto language. Many factors
such as the slight change in different characters shape (basic shape of the character is similar

differs only by dots/diacritics) like and , unavailability of benchmark research work and
dataset made this problem more vague for the researchers.
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Table 1: Cursive text recognition models

References Model Description

[6] Hybrid deep learning
model

Ali et al. proposed a hybrid model that consists of
convolution neural network and recurrent neural
network for the recognition of Urdu text in natural
scene images. They also developed a dataset that
consists of 11500 manually cropped Urdu word
images from natural scenes for the simulations and
experimental work.

[7] Deep neural network
model

Arafat et al. proposed FasterRCNN model for
image localization, while two stream deep neural
network for ligature recognition of Urdu text in
natural scene images.

[8] [9] Bi-directional LSTMs Hassan et al., proposed CNN model for the
feature extraction purposes while bi-directional
long short term memory (LSTM) for the
classi�cation and recognition of handwritten Urdu
text. They performed a case study to validate their
work by using a dataset of 6000 characters. While
Noubigh et al., proposed the CNN based LSTM
model for handwritten Arabic text recognition. The
Arabic handwritten dataset named: KHATT is
used for the experimental and research work.

[10] Multilevel CNN Fusion Noubigh et al., proposed a multilevel CNN-based
fusion model for the recognition of Urdu text. The
experimental work are carried on ICDAR03
dataset.

[11] SVM Rasheed et al., proposed support vector machine
for the automatic recognition of Urdu text based
on hybrid feature vector. They used “ROSHNI”
dataset for their experimental work.

[12] Convolution Deep Belief
Network (CDBN)

Elleuch et al. proposed CDBN for handwritten
Arabic script recognition using IFN/ENIT dataset
for the validation purposes.

[13] Path signature approach Wilson-Nunn et al., proposed a path signature
approach for the handwritten Arabic online text
recognition. They combined the rough set theories
with generic deep learning approaches for the
proposed Arabic text recognition problem.

Feature extraction plays a signi�cant role in the OCR development process by reducing the
input patterns to extract the most pertinent patterns ‘classi�cation, which ultimately results in
high recognition rates. Multiple feature extraction techniques are proposed by researchers for the
extraction of astute information from textual images such as Khan et al. [1] proposed zoning
technique, while Mouhcine et al. [14] extracted geometrical features for cursive Arabic handwritten
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text recognition. Discrete Cosine Transform (DCT) and Discrete Wavelet transform (DWT) has
not only signi�cant application in image compression and processing [15] but has also a vital role
in extracting astute information from the input images. In the proposed research work a manifold
feature extraction technique consists of zoning technique, Gabor �lter, DCT, DWT and HOGs are
proposed for feature extraction purposed based on multi-class enabled support vector machine.

2.2 Pashto
Pashto can also be termed as “Pushto,” “Pakhtu,” “Pukhto,” and “Pashtu.” It can also be

termed as Afghani in Indo-European language consists in the Eastern Iranian branch of Indo-
Iranian language family. It has two leading dialects: Soft and hard dialects. The soft dialect is
known as “southern dialect” while the hard dialect is known as “northern dialect.” A phonological
differences exists in between these two dialects. In the northern dialects the word Pashto is
spelled as ‘Pakhto,’ or ‘Pukhto’ whereas in southern dialects it termed as ‘Pushto’ or ‘Pashto.’
The proposed research work considers Pashto for both hard and soft dialects. Kandahari is
another dialect considered as a standard for the Pashto language. This research work discusses
the ‘Peshawari form’ of the Pashto language.

Pashto consists of 44 characters as shown in Tab. 2. It is a modi�ed version of the Persian
language and consequently a variant of the Arabic language. Persian language has accumulated
all the 28 characters of the Arabic language plus additional four characters speci�c to the Persian
language to make a dataset of 32 characters. Urdu encapsulated all the 32 characters of the
Persian language plus six more characters speci�c to the Urdu language to make a character set
of 38 letters. Pashto has adopted all the 38 characters of the Urdu language plus six characters

speci�c to the Pashto language to make a dataset of 44 characters set as
shown in Tab. 2.

Table 2: Pashto characters set

3 Proposed Methodology

The OCR development process for the handwritten Pashto characters is divided into following
three phases: database development for the simulation purposes, the feature extraction technique
for accumulating astute values from the handwritten samples, and the recognition of the hand-
written Pashto characters based on the multi-class enabled support vector machine as depicted
in Fig. 2.

3.1 Database Development
There is no handwritten Pashto characters database available for the research purposes.

In order to tackle this problem a database of 8800 handwritten Pashto characters (contains
200 variant samples for each 44 characters) is developed for the experimental and research work.
A scanned copy of the accumulated handwritten samples is depicted in Fig. 3.
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Figure 2: Proposed methodology

Figure 3: Scanned handwritten sample of Pashto letters
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After performing the preprocessing (slicing the scanned image for character’s extraction pur-
poses, noise removal, centralizing each character, normalizing the shapes of the characters) the
size of each character is kept to 100× 100 in the �nal database. All the research simulations are
performed using this database.

3.2 Feature Extraction
Feature extraction plays a vital role in the recognition tasks. The main task of the feature

extraction technique is to encapsulate the important characteristics from the images and classify
the overall database of the images based on the feature map accumulated. This process directly
affects the recognition abilities of the OCR system. A feature extraction technique that is highly
capable of accumulating all the astute numerical values from the images results in high accu-
racy/recognition rates. In this research work a hybrid feature extraction technique is used based
on zoning and histogram of oriented gradients (HoGs). Hybrid approach is followed for the
recognition of the Arabic handwritten characters based on feed forward neural network [16], while
Naz et al. [17] used zoning technique for Urdu text line recognition based on 2 dimensional
long short term memory. After evaluating the existing research during 2011–2020 (a portion of
2020 is included) in the peer-reviewed digital libraries includes, ACM, Taylor & Francis, Elsevier,
SpringerLink, IEEE Explore and Wiley online, the most frequent feature extraction techniques
used for the evaluation purposes are depicted in Fig. 4.
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Figure 4: Multiple feature extraction techniques reported in the literature for characters
recognition purposes

In this research work a manifold feature extraction mechanism is followed for the accurate
recognition of handwritten Pashto characters. The manifold feature extraction techniques consists
of zoning technique, DCT, DWT, Gabor �lter and HoGs. The classi�cation results are calculated
based on this manifold feature extraction techniques.
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• Hybrid Feature Vector—After accumulating features based on manifold feature extraction
techniques a hybrid feature map is developed by fusing all the manifold feature vectors.
This hybrid feature vector results in high accuracy rates as depicted in Fig. 6 using multi-
class enabled support vector machine.

3.3 Classi�cation Techniques
In the proposed research work different classi�cation techniques are used for the recognition

of the handwritten Pashto characters. These classi�cation techniques includes convolution neural
network, multi-class support vector machine and binary trees. These algorithms and corresponding
results are discussed in details below.

3.3.1 Multi-class Support Vector Machine
Support vector machine (SVM) is a binary classi�er developed by Cortes et al. in 1995 [18].

SVM is followed in many recognition problems because of its high recognition abilities. Naik
et al. [19] proposed SVM, and KNN for Gujrati text recognition. Zhang et al. [20] suggested SVM
for visual category recognition. It classi�es the data base on the hyper-plane. The transformation
function for the SVM can be calculated using Eq. (1).

f (x)=WT∅x+ b (1)

where w ∈R and b ∈R and ∅(x) is a feature map. In our case there are 44 alphabets in Pashto
characters set i-e there are 44 classes. Dealing with many instead of binary in nature is a hectic
job. To address this problem one vs. all approach (1:M) approach is handy in such cases. Fig. 5
depicts the proposed 1:M approach basic diagram.

Figure 5: One vs. all (1:M) approach for SVM
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This approach (1:M) is simpler in implementation as well as computationally ef�cient. Trans-
formation is made by using a non-linear operator such as θ (x) to map inputs ai, bi into high
dimensional space. Eq. (2) shows the optimal hyper-place in the described scenario.

f (x)= sgn
(∑

bixiM(ai, a)+ y
)

(2)

where M(ai, a)= e
(
−γ ‖ai−a‖2

)
the kernel function is calculated using radial basis function (RBF),

while sgn(.) is sign function.

Using one vs. many approach the results of the multi-class SVM classi�er is depicted in Fig. 6.
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Figure 6: Multi-class SVM-based recognition results using hybrid and manifold feature extrac-
tion techniques

It is concluded from Fig. 6 that the multi-class enabled SVM outperforms for the hybrid
feature vector compared to the individual feature map. An overall recognition rate of 84.35% is
calculated for the handwritten Pashto characters based on hybrid feature map. While a recognition
rate of 63.3% for zoning feature map, 65.13% for HoGs-based feature map, 68.55% for Gabor
�lter-based feature map, 68.2% for DCT-based feature map and 67.02% for DWT-based feature
map respectively. The abrupt changes in the graph for some characters re�ect the characters that
have same basic shape differs only by diacritics/dots (in other words slight change in characters
shape causes miss-classi�cation). This high recognition rate for hybrid feature map shows the
applicability of the proposed model for the identi�cation of handwritten Pashto characters.

3.3.2 Convolution Neural Network
Convolution neural network are gained signi�cant attention of the research community for the

automatic solution of complex research problems in the �elds of pattern recognition and machine
learning. It has many applications in the �elds of internet security [21–24], automatic disease
diagnosing [25], text recognition [26,27], traf�c �ow preserving [28], and many other. CNN-based
models are mostly deployed for image classi�cation and recognition. It automatically extracts
astute values (features) from the images and provides optimum classi�cation and recognition
results. A typical model of the CNN architecture consists of the convolution layer, sub-sampling
layer and the fully connected layer as depicted in Fig. 7.
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Figure 7: Generic convolution neural network diagram

In this research work a �ve-layered architecture of the CNN model is used. It consists of three
hidden layers, an input and output layer. Recti�ed linear unit (Relu) is followed as the activation
function for the proposed model. The model is tested for varying training and test sets based on
the number of epoch size. Performance results of the CNN model is shown in Fig. 8. A highest
recognition rate of 81.02% is reported for the CNN-based OCR system. Also it is evident from
Fig. 8 that an overlapping is reported in the CNN-based model. On the other hand the multi-class
SVM generates a recognition rate of 83% based on the hybrid feature map, which re�ects the
applicability of the proposed model for the recognition of the handwritten Pashto characters.
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Figure 8: CNN-based recognition results

Performance of the CNN model is also evaluated using other performance metrics such as:
Time-execution, number of different hidden layers and ROC-AUC curve. The results are depicted
in Figs. 9 and 10. From Figs. 9 and 10 it was concluded that the CNN-based recognition generates
an accuracy of 81.02% for hidden layer (h) six. But the time consumption of this model increases
exponentially from h1 to h6 as depicted in Fig. 10.
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Figure 9: Performance of the CNN-based OCR system
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Figure 10: Time consumption of the CNN-based model

4 Results and Discussions

Applicability of the proposed OCR system based on CNN and multi-class SVM is tested for
varying training and test sets as depicted in Tab. 3.

Table 3: Classi�cation results for multi-class SVM based varying training and test sets

Training set (%) Accuracy generated based on varying feature map

Zoning
technique (%)

HoGs
(%)

Gabor
�lter (%)

DCT
(%)

DWT
(%)

Hybrid feature
map (%)

50 53.29 53.19 55 58.18 57.32 71.03
55 55.10 55.63 59.05 59 59.50 73.34
60 59 58.13 61.38 61.58 61.87 75.35
65 61 61 62.21 63.02 64.42 78
70 61.76 63.81 66.01 65.01 65 80.09
75 63.30 65.13 68.55 68.28 67.02 83

From Tab. 3 it is evident that multi-SVM outperformed based on hybrid feature map. The
recognition capabilities of the CNN-based recognition model is depicted in Tab. 4.
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Table 4: Classi�cation results for CNN model based varying training and test sets

Training set (%) Accuracy (%)

50 74.67
55 76
60 77.02
65 78.46
70 80
75 81.02

A comparison graph is also generated as depicted in Fig. 11 to represent the performance
capabilities of the multi-class SVM using hybrid feature map and CNN-based OCR model. The
highest recognition capabilities of the multi-class SVM shows the validity of the proposed model.
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5 Conclusion

This paper presents an ef�cient OCR system for the recognition of the handwritten Pashto
characters using multi-class enabled support vector machine based on manifold feature extraction
techniques. This manifold feature set consists of zoning technique, histogram of oriented gra-
dients, Gabor �lter, discrete cosine transform, discrete wavelet transform. A hybrid feature map
is developed by combining the feature maps generated by these feature algorithms. Recognition
results are generated for the multi-class SVM based on individual and hybrid feature map. An
overall accuracy rates of 63.30%, 65.13%, 68.55%, 68.28%, 67.02% and 83% are generated based
on zoning technique, HoGs, Gabor �lter, DCT, DWT and hybrid feature maps respectively. The
highest accuracy rate of 83% for the multi-class SVM model based on hybrid feature map re�ects
the applicability of the proposed model. The validity of the proposed model is also compared
with the CNN model and an overall accuracy rate of 81.02% is calculated after validating its
performance on ROC-Auc, time consumption and varying training and test sets.

In future we want to test the proposed model for a larger database of the handwritten Pashto
characters. Also we want to extend the proposed work to the cursive text recognition in the Pashto
language. As Pashto is the variant of Arabic, Perso and Urdu languages so in future we want to
test the applicability of the propose model for these languages. This research work will act like a
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benchmark for other researchers in the proposed �eld. Also this dataset will be offered for free
to the research community to work on the recognition of the Pashto language.
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