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A B S T R A C T   

This scoping review explores the potential of artificial intelligence (AI) in enhancing the screening, diagnosis, 
and monitoring of disorders related to body iron levels. A systematic search was performed to identify studies 
that utilize machine learning in iron-related disorders. The search revealed a wide range of machine learning 
algorithms used by different studies. Notably, most studies used a single data type. The studies varied in terms of 
sample sizes, participant ages, and geographical locations. AI’s role in quantifying iron concentration is still in its 
early stages, yet its potential is significant. The question is whether AI-based diagnostic biomarkers can offer 
innovative approaches for screening, diagnosing, and monitoring of iron overload and anemia.   

1. Introduction 

1.1. Body Iron metabolism and diseases 

Iron is an essential biological element and is strictly regulated at the 
cellular and systemic levels to avoid both deficiency and excess [1]. Iron 
homeostasis, often referred to as the iron economy, is predominantly 
maintained through reabsorption processes [2]. Most of the body’s 
iron—around 20–25 mg/day—is sourced from the recycling of red blood 
cells in the spleen [2]. In contrast, a mere 1–2 mg/day of new iron is 
absorbed from the gut to compensate for the iron that is excreted [2]. 
Disruption in iron hemostasis could lead to various conditions such as 
iron deficiency which may result from higher iron demand, inadequate 

external supply, and increased blood loss [3]. Also, iron overload is a 
serious health issue in both primary (hereditary) and secondary 
(frequent transfusion and myelodysplasia) hemochromatosis [4]. Iron 
overload is known to cause damage to multiple organs, such as the liver, 
heart, and pancreas [5]. Another related disorder is β-thalassemia major, 
the most prevalent genetic condition globally, which is linked with 
secondary hemochromatosis [6]. Because thalassemia major is a mul
tiorgan illness, clinical care of afflicted individuals should include iron 
content testing in the liver, heart, pancreas, spleen, and other organs [7]. 
The liver is the first and most important site of iron accumulation [8]. 
Therefore, measuring the liver iron content (LIC) enables us to deter
mine the total body iron content and forecast iron accumulation in other 
organs. Since various chelator drugs have varied effects on different 
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organs, LIC must be explicitly measured [9]. 

1.2. Current standard of Care for Quantifying Body Iron 

There are many fundamental and technical challenges associated 
with the current methods of quantifying body iron [10]; such as the low 
sensitivity and specificity of routine blood tests (e.g., serum iron, serum 
ferritin, and transferrin saturation … etc.); however, serum iron mea
surements are frequently employed as an initial screening tool for con
ditions like anemia or iron overload due to their cost-effectiveness 
compared to MRI. Modern information technology and computational 
advancements such as artificial intelligence (AI) present unprecedented 
opportunities to process vast amounts of diverse data forms and enhance 
our knowledge about iron homeostasis. This may help clinicians make 
informed decisions about optimal management strategies for individuals 
with iron excess or deficiency. 

AI could enhance the exploitation of big data and achieve person
alized or precision medicine. For example, using image recognition ca
pabilities, machine learning (ML) methods, a subset of AI, can help 
identify specific histological aspects of chronic conditions, such as 
chronic liver disease. Although the utilization of AI in medical research 
and practice is still in the early stages compared to other industries [11], 
AI-based imaging provides innovative options to predict prognosis and 
complications, with the eventual goal of precision/personalized medi
cine [12]. 

Although the patients with hemoglobinopathies are dispersed across 
low, middle, and high-income countries, the majority of those residing 
in low-income countries cannot afford the cost associated with MRI and 
outsourcing data analysis for iron overload [7]. Over the last few years, 
medical imaging research has witnessed a transformative shift, largely 
attributable to the meteoric rise of neural networks. These advanced 
computational techniques have found profound applications in quanti
fying body iron, particularly in the domain of T2* Magnetic Resonance 
Imaging (T2MRI) [36,38]. With their ability to learn complex patterns 
and process vast amounts of data, neural networks offer a promising 
alternative [46]. They enhance the accuracy of T2MRI scans in detecting 
and quantifying iron deposits in body tissues [46]. As a result, the 
healthcare community is now equipped with more reliable, non-invasive 
tools to monitor and manage conditions like thalassemia or hemochro
matosis, where precise iron quantification is paramount. For instance, 
Pierre et al. evaluated 1395 MRI datasets submitted for expert manual 
analysis from 63 scanners on an automated deep-learning-based medical 
device (DLA R2-MRI) to see its performance in assessing LIC from MRI. 
Their study revealed that DLA algorithms might offer a solution for 
inexpensive and dependable LIC patient monitoring worldwide with 
>90% specificity and sensitivity [13]. However, despite the promising 
potential of MRI for patient monitoring, its application may prove to be 
an impractical solution in settings where resources are limited. More
over, the importance of focusing on low-cost and accessible diagnostics 
cannot be overstated, as it ensures that vital healthcare services are 
available to a broader population, including those in resource-limited 
settings; in this context, the integration of AI could be part of the solu
tion, offering innovative and cost-effective approaches to medical 
diagnosis and care. Therefore, this scoping review aims to explore how 
AI can be used to improve the quantification of body iron and its use in 
the diagnosis and monitoring of related disorders. 

2. Methods 

The primary objective of this scoping review was to investigate the 
potential applications of AI in improving the detection of body iron 
levels. Our methodology rigorously followed the guidelines laid out in 
the Preferred Reporting Items for Systematic Reviews and Meta- 
Analyses extension for Scoping Reviews (PRISMA-ScR) checklist. 

For an article to be considered for inclusion in our review, it needed 
to satisfy several criteria. Firstly, the article must utilize AI algorithm in 

the diagnosis, prognostication, or treatment. Secondly, the study must 
involve iron quantification or iron-related disorders. Furthermore, it 
must have been published in English and dated from the year 2010 
onward. Finally, the study should not involve any animal research. 
Notably, there were no limitations regarding the form or nature of the 
article. 

To assemble the widest possible range of relevant literature, we 
employed a systematic search strategy. This involved using computer- 
based searches across several key databases, namely MEDLINE, 
EMBASE, Scopus, IEEE Xplore, and ACM DL. Search terms included 
those related to target patients, such as iron, hemochromatosis, hemo
chromatosis, ferrous, ferritin, and ferric, as well as those related to AI, 
such as “Artificial Intelligence,” “Machine Learning,” “Deep Learning,” 
“supervised learning,” “unsupervised learning,” “Ensemble learning,” 
“reinforcement learning,” “Decision tree,” “K-Nearest Neighbor*,” 
“Support vector machine*,” “Recurrent neural network*,” “convolu
tional neural network*,” “Artificial neural network*,” “Deep Neural 
Network*,” “Naïve Bayes,” “Naive Bayes,” “Fuzzy Logic,” “K-Means,” 
“Random Forest,” “Long Short-Term Memory Network*,” XGBoost, 
“Gradient Boost*,” adaboost, and “Multilayer Perceptron.” The search 
concentrated on medical and computer science databases (Fig. 1). 

Three authors screened the title and abstract of the identified studies 
independently; in case of conflict, a fourth author was consulted. The 
articles were chosen for the full-text screening step if they were eligible. 
To ensure a thorough search, reference lists from included research were 
manually checked for eligible literature. 

Three authors extracted the data shown in (Tables 1, 2) into pre- 
defined extraction forms. We extracted the Study ID, Study Design, 
country, AI model used, study participants, Sample size, Gender (F: M), 
and Age of participants (mean, SD) for each study. The aim of the study, 
a summary of methods, and a summary of results were also retrieved. 
After extracting data from the included research, we used a narrative 
approach for data synthesis. 

We retrieved 2782 studies by searching the identified bibliographic 
databases. Of those studies, we removed 471 duplicates; we then 
screened the titles and abstracts of the remaining 2311 studies. The 
screening process led to the exclusion of 2189 studies. After reading the 
full texts of the remaining 122 studies, we excluded 102, as they only 
met some eligibility criteria for the reasons detailed. Thus, we included 
the remaining 21 studies (Fig. 1). 

3. Results 

This scoping review identified various studies exploring the use of AI 
models to detect body iron across different data types. Among the 21 
studies, AI techniques based on deep learning models and algorithms 
were utilized in 6 (28.5%), with convolutional neural networks (CNN) 
being the most widely used for image analysis, such as MRI scans. Ma
chine learning was used in the other 15 (71.5%) studies for data types 
like serum measurements, employing methods including Bayesian de
cision trees, artificial neural networks (ANN) … etc. Fourteen (66.6%) 
studies used only one source of data to develop their models, while the 
rest of the studies (7/21, 33.3%) utilized more than one source of data. 

The wide range of data types used in the models included de
mographic data (e.g., patient’s age, sex, and ethnicity), clinical data 
(medical history and family history), laboratory data (patient’s blood 
tests such as red blood cell count, hemoglobin concentration, hemato
crit, mean corpuscular volume, ferritin, and transferrin). Techniques 
like logistic regression, support vector machines (SVM), Extreme 
Gradient Boosting (XGBoost) … etc. were applied across these various 
data categories. 

The study participants were healthy, suspected, or diagnosed pa
tients with conditions such as iron deficiency anemia (IDA), β-thalas
semia, hemochromatosis, and other iron-related diseases. The sample 
sizes varied across studies, ranging from 31 to 41,764 patients. The 
gender distribution among participants varied, with some studies 
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reporting male predominance and others reporting female predomi
nance, with a study reporting a female sample. The mean ages of par
ticipants ranged from 9.6 to 74 years. The included studies were 
conducted in 12 countries (Tables 1,2). 

Overall, these studies demonstrate the diverse AI approaches 
employed and the range of patient populations targeted in detecting 
body iron for the main purposes of disease screening, quantifying iron 
levels from different organs, detection, and discrimination between iron- 
related disorders (Table 1). Sorokin et al. (2022) aimed to provide 
reference ranges for spleen iron concentration and identified genetic 
associations using genetic analysis methods [14]. Jahangiri et al. (2021) 
compared different AI models for the differential diagnosis of β-thalas
semia trait and iron deficiency anemia, finding that the Bayesian Logit 
Treed (BLTREED) model outperformed the Classification and Regression 
Trees (CART) model [15]. Azarkhish et al. (2012) developed an artificial 
neural network (ANN) model for diagnosing IDA and predicting serum 
iron levels, with the ANN model achieving high accuracy and sensitivity 
[16]. Ohara et al. (2021) developed an AI-supported anemia control 
system (AISACS) that showed high performance in providing dosage 
directions for erythropoiesis-stimulating agents and iron supplements 
[17]. Erten et al. (2022) proposed a computer-based model that accu
rately differentiated IDA and β-thalassemia [18]. Kurstjens et al. (2022) 
developed machine learning algorithms that accurately predicted low 
ferritin levels, identifying new iron deficiencies [19]. Terzi et al. (2022) 
develop machine learning models for IDA, considering various classifi
cation issues in IDA, including outliers, class imbalance, the existence of 
noise, and multicollinearity [34]. Other studies also utilized AI tech
niques or DLA algorithms, such as the continuous effort for quantifica
tion, classification, and automate it of LIC measurements from MRI, that 
could provide the solution for globally affordable and reliable patient 
LIC measurements, as proposed by [13,20,22,29,31,33] and ML for 
discriminating between different iron-related conditions [21,24,26,32]. 

Finally, Conde et al., 2020 proposed a new risk stratification model for 
screening hereditary hemochromatosis patients [32]. Overall, the 
studies highlighted the potential of AI in improving the detection, 
diagnosis, and management of body iron-related disorders by achieving 
high accuracy and providing valuable insights into genetic associations 
and predictive modeling (Table 2). 

4. Discussion 

In this scoping review, we assessed 21 studies that explored AI’s role 
in body iron quantification across diverse data types. The participants 
spanned a wide range of conditions and demographics. These in
vestigations underscore AI’s potential in iron-related disorder screening, 
diagnosis, and monitoring, showcasing high accuracy and predictive 
modeling capabilities. Key studies revealed innovations in differential 
screening, diagnosis, dosage recommendations, and affordable iron 
quantification using AI techniques. 

4.1. AI and Iron overload 

4.1.1. Quantification of Iron overload 
Repeated blood transfusions can lead to organ failure and tissue 

damage due to iron overload [35]. No known mechanism exists for 
excreting excess iron from the body. Iron accumulation in the body must 
be carefully watched to guide the response to treatment. Liver iron 
concentration is a reliable indicator of iron overload and could be 
assessed noninvasively using MRI [36]. 

The clinical value of liver biopsy, the conventional method for 
measuring liver iron content (LIC), is constrained by its invasiveness, 
expense, and sample variability. Due to the hazards of thrombocyto
penia in individuals with iron overload, the biopsy is less preferred and 
unsuited for repeated treatment monitoring measures. Also, elevated 

Fig. 1. PRISMA-ScR flow diagram of the included studies.  
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Table 1 
Presents the findings from various studies that employed different AI models for detecting body iron.  

Study ID Study design Country AI model used Participants Sample size Gender (F:M) Age (mean 
± SD) 

Sorokin et al. 
2022 [14] 

Cross-Sectional 
Observational 
study 

UK Convolutional neural 
network (CNN) based 
on the U-Net 

Participants from the UK 
Biobank who have 3D neck- 
to-knee and the quantitative 
liver single-slice MRI 
sequences available 

41,764 patients Female: 
51.8% 
Male: 48.2% 

64.2 (7.73) 

Jahangiri et al. 
2021 [15] 

Cross-Sectional 
Observational 
study 

Iran Machine learning 
(Bayesian Decision 
Tree) 

Patients with IDA or βTT 907 patients Female: 592 
(65%) 
Male: 315 
(35%) 

25 ± 16.1 

Azarkhish et al. 
2012 [16] 

Cross-Sectional 
Observational 
study 

Iran Artificial neural 
network (ANN) and 
Adaptive neuro-fuzzy 
inference system 
(ANFIS) 

Patients suspected of anemia 203 patients Females: 111 
Males: 92 

55.8 ± 17.78 

Ohara et al. 2021 
[17] 

Retrospective 
observational 
study 

Japan A dense neural network 
was used for ESAs and a 
recurrent neural 
network (RNN) was 
used for ISs 

Hemodialysis patients NS1 + NS2 + NK1 = 130 
+ 81 + 16 = 227 

Females: 91 
Males: 136 

Mean age: 
S1 = 78.0 
S2 = 65.6 
S3 = 68.3 

Erten et al. 2022 
[18] 

Retrospective 
cross-sectional 
analysis 

Turkey Automated ailment 
classification model 
consists iterative chi2 
(IChi2) feature selection 
and classification 
phases using 24 
machine learning 
classifiers 

IDA, BTT, and a group of 
normal individuals 

2042 patients NR Between 18 
and 88 years 
old 

Kurstjens et al., 
2022 [19] 

Experimental Netherlands Random forest classifier 
model 

Anemic patients  • 3797 from the Jeroen 
Bosch Hospital.  

• 8021 from Medlon BV.  
• 191 from St Jansdal 

Hospital  

• Jeroen 
Bosch 
Hospital: 
48% 
Male,52% 
Female  

• Meldon BV: 
49%male, 
51%female  

• St. Jansdal 
Hospital: 
57%male, 
43%female  

• Mean 
age=

• Jeroen 
Bosch 
Hospital: 
68  

• Meldon 
BV: 74  

• St. Jansdal 
Hospital: 
74 

Liu et al. 2020 
[20] 

Experimental USA Modified U-Net style 
CNN 

Patients with 
hemochromatosis 

31 patients Males: 16 
Females: 15 

Mean age =
9.6 

Ayyıldız et al. 
2019 [21] 

Experimental - 
Diagnostic 

Turkey Support Vector Machine 
(SVM) and K-Nearest 
Neighbor (KNN) 

β-thalassemia and IDA 342 patients Females: 272 
Males: 70 

1.5:88 

Positano et al. 
2023 [22] 

Retrospective Italy Four deep-learning 
convolutional neural 
networks: 
1.HippoNet-2D, 2. 
HippoNet-3D, 
3.HippoNet-LSTM, 
4.and an ensemble 
network Hippo Net- 
Ensemble 

Thalassemia major patients 1069 patients NR NR 

Conde et al. 2020 
[23] 

Retrospective Luxemburg 
(authors), 
north 
America 
(sample) 

Machine learning: 
logistic regression (LR), 
decision trees (DT), 
random forests (RF), 
extreme gradient 
boosting (XGB), 
multilayer perceptron 
(MLP), support vector 
machine (SVM) and k- 
nearest neighbors 
(KNN) 

The authors selected 254 
cases of hereditary 
haemochromatosis and 701 
controls from The HEIRS 
cohort, based on their HFE 
C282Y homozygosity status 
and iron overload 
phenotype 

955 patients NR NR 

Yılmaz et al. 
2012 [24] 

Descriptive Turkey Artificial neural 
network (ANN) models 

Women patients 2600 patients All females 
(2600) 

Over 18 

Hennek et al. 
2016 [25] 

Experimental USA Logistic regression after 
input data from 
Aqueous multiphase 
systems (AMPS) 

Patients from Boston 
Children’s Hospital 

152 patients Female: 74 
Male: 78 

Age ≥ 15 yrs. 
(n = 47) 
Age ≥ 5 yrs. 
< 15 yrs. (n 
= 40) 

(continued on next page) 
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ferritin can indicate infection or inflammation, making serologic 
markers like ferritin and transferrin sensitive but unspecific for detecting 
iron overload. In addition, Computed tomography (CT) and ultrasound 
(US) are not useful for measuring liver iron. For the above reasons, MRI 
is rapidly gaining popularity and acceptance as the most widely used 
non-invasive diagnostic method for iron overload. It is frequently used 
to evaluate iron distribution, identify grade, and track the effectiveness 
of treatments such as chelation therapy [37]. 

Labranche et al. presented a study highlighting the efficacy of multi- 
gradient-echo (GRE) acquisitions in effectively quantifying iron, 
demonstrating particular sensitivity to low levels of iron [37]. Addi
tionally, they noted the advantages of Quantitative Susceptibility Map
ping (QSM) reconstructions, which offer higher specificity for iron than 
R2/R2*. This is due to QSM’s ability to separate the diamagnetic 
component of increased protein content attributed to fibrosis, a condi
tion that can exert a fairly strong R2/R2* effect. However, the authors 
acknowledged that the benefit of this approach might be minimal for 
organs without fibrosis, potentially limiting its broader applicability. In 
addition, using MRI, 102 patients with iron overload and 13 controls 
were examined with R2 (1/T2) and R2* (1/T2*) techniques by Wood 
et al. [50]. Both correlated closely with HIC (r2 > or = 0.95), but R2 had 
a curvilinear relationship. The study found that combined measure
ments did not improve accuracy; both methods could accurately gauge 
HIC with appropriate techniques. Moreover, Chavhan et al. revealed 
that techniques utilizing T2* relaxation can depict hemorrhage, calci
fication, and iron deposition and calcification in various tissues, with 
specific settings enhancing these applications [51]. 

Due to the lack of standardization and different reference levels in 
MRI-based LIC quantification due to various published techniques, a 

recent consensus was published [38]. It stated the current evidence that 
R2- and R2*- based relaxometry approaches and signal intensity ratio 
(SIR), the three main MRI techniques developed and validated to assess 
LIC at 1.5 T or 3 T with SIR, do not have regulatory approval [38]. They 
explained the known mechanisms of these techniques and identified 
potential confounding variables that may influence the precision and 
repeatability of MRI results. One such aspect is the coexistence of fat and 
water in the liver, which might create bias in calculations of the liver 
iron content using specific MRI techniques. Additionally, fibrosis can 
make it difficult to estimate iron levels by altering relaxation rates, albeit 
having a less severe effect than iron excess. Macroscopic magnetic field 
inhomogeneities close to the liver, especially in particular MRI modal
ities, might cause signal dephasing and overestimating tissue iron con
tent. The accuracy of R2 relaxometry for iron quantification can be 
compromised by inhomogeneities in radiofrequency energy deposition 
(B1 transmission) in the liver, especially at higher field strengths. 
Finally, noise may cause estimations of liver iron to be skewed, espe
cially at higher iron concentrations [38]. Confounder-corrected R2*- 
based LIC is the most feasible method with the strongest degree of evi
dence for accurate and reproducible measurement of LIC, according to 
the existing literature and the combined knowledge of this consensus 
panel. When accessible, these techniques are advised as the first-line 
method for iron quantification. They are commercially available at 
1.5 T and 3 T. The use of SIR and R2-based LIC quantification is well 
supported by moderate to strong levels of evidence [38]. 

The recent advancements in machine learning were attempted to 
mostly automate the assessment of LIC using R2 and R2*-based relax
ometry. According to the literature, the following stages must be auto
mated before the entire LIC computation from R2* procedure can be 

Table 1 (continued ) 

Study ID Study design Country AI model used Participants Sample size Gender (F:M) Age (mean 
± SD) 

Age < 5 yrs. 
(n = 65) 

Çil et al. 2020 
[26] 

Comparative Turkey Machine learning Patients diagnosed with 
β-thalassemia and iron 
deficiency anemia 

342 patients Females: 272 
Males: 70 

1–88 years 

Martini et al. 
2022 [27] 

Experimental 
and 
retrospective 

Italy Deep convolutional 
neural network (CNN) 
with U-Net architecture 

Patients with iron overload 
diseases 

210 patients Females: 106 
Males: 104 

38.2 ± 12.8 
years 

Yilmaz et al. 
2013 [28] 

Descriptive Turkey Fuzzy inference system Patients with IDA 100 patients NR NR 

Saiviroonporn. 
et al. 2018 [29] 

Retrospective Italy Fuzzy c-means 
clustering (FCM) 

Chronically transfused 
patients with thalassemia 
major 

471 patients Males: 139 
Females: 332 

21.7 ± 11.6 
years 

Pierre et al. 2017 
[30] 

Experimental Vietnam Artificial neural 
network (ANN) 

Thalassemia patients 100 patients NR NR 

Pierre et al. 2022 
-updated 2023 
[13,31] 

Prospective, 
validation 
study 

Australia, 
Turkey, Egypt 

Automated deep- 
learning-based medical 
device (DLA R2-MRI), 
that uses convolutional 
neural network (CNN) 

Patients with thalassemia, 
hereditary 
hemochromatosis, sickle cell 
disease, myelodysplastic 
syndrome (MDS), other, 
unknown 

Thalassemia’s (477), 
hereditary 
hemochromatosis (168), 
sickle cell disease (152), 
MDS (11), other (316), 
unknown (271) = 1395 
patients 

NR NR 

Laengsri et al., 
2019 [32] 

Retrospective Thailand Machine Learning Patients with hypochromic 
microcytic anemia (HMA) 
and were diagnosed as 
reflecting IDA or TT 

186 patients NR 39.15 ±
9.61 years 

Wantanajittikul 
et al. (2021) 
[33] 

retrospective Thailand Unsupervised learning 
algorithm fuzzy c- 
means clustering 
combined with 
anatomical landmark 
data 

Thalassemia major patients 471 patients Males: 139 
Females: 332 

21.7 ± 11.6 
years 

Erol Terzi et al. 
(2022) [34] 

Retrospective Turkey Machine learning 
(XGBOOST) 

Cases diagnosed with 
malaise and fatigue (ICD-10 
code: R53). According to 
laboratory results, they were 
diagnosed with IDA or were 
not compatible with IDA 

516 patients NR 46.5 ± 10.3 
years 
(18–89)  
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Table 2 
Summary the results of various studies related to using artificial intelligence to 
improve the quantification of body iron.  

Study ID Aim of study Summary of 
methods 

Summary of 
results 

Sorokin et al. 
2022 [14] 

1- Provide a 
reference range for 
spleen iron 
concentration. 
2- Identify 
associations 
between spleen 
iron levels and 
genetic. 

They performed 
conditional 
analysis, fine 
mapping, 
colocalization 
studies, 
heritability 
estimates, genetic 
correlation, exome 
sequence quality 
control, rare 
variant association 
study, and 
replication 
analysis to 
characterize the 
genetic signals 
associated with 
spleen iron. 

1- The average 
spleen iron was 
0.92 ± 0.32 mg/g, 
significantly lower 
than liver iron of 
1.24 ± 0.29 mg/g, 
2- GWAS of spleen 
iron identified 
seven loci 
reaching genome- 
wide significance, 
including 
SLC40A1, MS4A7, 
SPTA1, and ANK1. 

Jahangiri et al. 
2021 [15] 

1- To compare the 
Bayesian Logit 
Treed (BLTREED) 
model with the 
Classification and 
Regression Trees 
(CART) model for 
the differential 
diagnosis of 
β-thalassemia trait 
from iron 
deficiency anemia 
based on simple 
laboratory test 
results. 
2- To evaluate the 
predictive 
performance and 
diagnostic 
accuracy of the 
BLTREED and 
CART models 
3- To demonstrate 
the advantages of 
the BLTREED 
model over the 
CART model. 

1- Authors 
measured 
hematological 
parameters using a 
Sysmex KX-21 
automated 
hematology 
analyzer. 
2-They applied 
(BLTREED) model 
and (CART) model 
to differentiate 
between 
β-thalassemia trait 
and iron 
deficiency anemia 
based on the 
hematological 
parameters. 

1- The study found 
that the BLTREED 
model had a 
higher accuracy 
and Youden’s 
index than the 
CART model. 
2- The study 
concluded that the 
BLTREED model is 
a suitable and 
helpful method for 
discriminating 
between 
β-thalassemia trait 
and iron 
deficiency anemia. 

Azarkhish et al. 
2012 [16] 

1- To develop an 
artificial neural 
network (ANN) 
and an adaptive 
neuro-fuzzy 
inference system 
(ANFIS) to 
diagnose iron 
deficiency anemia 
(IDA) and to 
predict serum iron 
level based on four 
accessible 
laboratory data 
(MCV, MCH, 
MCHC, Hb/RBC). 
2- To compare the 
performance of 
these models with 
logistic regression 
3- To evaluate the 
accuracy, 
sensitivity, 
specificity, and 
other measures of 
these models in 

The study 
developed and 
trained three 
models to 
diagnose iron 
deficiency anemia 
(IDA) and predict 
serum iron level: 
artificial neural 
network (ANN), 
adaptive neuro- 
fuzzy inference 
system (ANFIS), 
and logistic 
regression. 

1- The ANN model 
achieved the 
highest accuracy 
(96.29%), 
sensitivity 
(96.8%), 
specificity (95.6%) 
in diagnosing IDA 
compared to 
ANFIS and logistic 
regression models. 
2- The ANN model 
predicted the 
serum iron level 
with high 
accuracy and 
acceptable 
precision  

Table 2 (continued ) 
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diagnosing IDA 
and predicting 
serum iron level in 
patients. 

Ohara et al. 
2021 [17] 

1- To develop an 
artificial- 
intelligence- 
supported anemia 
control system 
(AISACS) that can 
provide dosage 
directions for 
erythropoiesis- 
stimulating agents 
(ESAs) and iron 
supplements (ISs) 
for hemodialysis 
patients. 
2- To evaluate the 
performance and 
validity of AISACS 
and compare it 
with the decisions 
of experienced 
physicians. 
3- To contribute to 
the improvement 
of anemia 
management. 

1- The study used a 
neural network 
model that learned 
from the dosage 
direction data of 
physicians for 
ESAs and ISs.  
2- The study 
performed two 
types of 
validations: leave 
one patient out 
cross-validation 
(LOPO) and raw 
data validation 
(RDV). 

1- The study found 
that AISACS 
exhibited high 
performance with 
correct 
classification rates 
of 72%–87% and 
clinically 
appropriate 
classification rates 
of 92%–98% for 
ESAs and ISs. 
2- The study also 
found that AISACS 
sometimes gave 
better timing than 
physicians for 
changing dosage 
directions. 

Erten et al. 2022 
[18] 

The study aims to 
develop a machine 
learning model 
that can be used to 
differentiate 
between iron 
deficiency anemia 
(IDA) and beta 
thalassemia trait 
(BT). 

1. Iterative Chi2 
feature selector: 
This method is 
used to select the 
most important 
features for the 
classification task. 
The method starts 
by selecting the 
feature with the 
highest Chi2 
value. Then, it 
iteratively selects 
the feature with 
the highest Chi2 
value that is not 
correlated with the 
previously 
selected features. 
This process is 
repeated until a 
desired number of 
features is 
selected. 
2. 24 different 
classifiers: The 
paper uses 24 
different classifiers 
to classify the 
data. The 
classifiers are a 
mixture of 
traditional 
machine learning 
algorithms (e.g., 
decision trees, 
support vector 
machines, naive 
Bayes) and 
ensemble learning 
algorithms (e.g., 
bagging, boosting, 
random forests). 
The paper then 
evaluates the 
performance of the 

The best 
performing 
classifiers for IDA 
and BT were 
Medium Gaussian 
Support Vector 
Machine 
(MGSVM) and 
Coarse Tree (CT), 
respectively. 
The MGSVM 
classifier achieved 
an accuracy of 
97.48% on the IDA 
dataset and 
99.73% on the BT 
dataset. 
The CT classifier 
achieved an 
accuracy of 
99.47% on the IDA 
dataset and 
98.57% on the BT 
dataset. 
This model may be 
beneficial for 
rational laboratory 
use. 
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model on two 
datasets: a 
homogenous data 
set with 159 BT 
patients and a 
heterogeneous 
data set with 1883 
IDA and BT 
patients. They 
used 10-fold cross- 
validation and 
hold-out 
validation to 
measure the 
performance of 
their model 

Kurstjens et al. 
2022 [19] 

1- To develop and 
evaluate a 
machine learning 
algorithm that 
automatically 
assesses the risk of 
low body iron 
storage, reflected 
by low ferritin 
plasma levels, in 
anemic primary 
care patients. 
2- To compare the 
performance of the 
algorithm to 
twelve, who 
predicted if 
patients with 
anemia have low 
ferritin levels 
based on 
laboratory test 
reports (complete 
blood count and 
CRP). 

1- The study used 
laboratory reports 
from anemic 
primary care 
patients. 
2- The study 
developed two 
machine learning 
algorithms (one 
for Siemens and 
one for Roche 
analyzers). 
3- The study 
compared the 
performance of the 
algorithms. 
4- The study 
implemented the 
algorithm in the 
laboratory 
information 
system and 
measured the 
number of new 
iron deficiencies 
identified by the 
algorithm. 

1- The two 
developed 
algorithms 
achieved high 
accuracy in 
predicting low 
ferritin levels 
3- The 
implementation of 
the algorithm in 
the laboratory 
system resulted in 
one new iron 
deficiency 
diagnosis on 
average per day. 

Liu et al. 2020 
[20] 

The first aim is to 
explore the use of 
CNNs to segment 
livers and exclude 
vasculature for the 
purpose of LIC 
analysis on low 
resolution 
pediatric T2* 
scans. The second 
aim of this paper is 
to measure the 
impact of input 
channel depth on 
segmentation 
accuracy and to 
see the agreement 
of LIC calculations 
with manual 
methods. 

1.They performed 
Multi echo 
Gradient Recalled 
Echo (GRE) MRI 
sequence for T2* 
relaxometry was 
performed for 79 
exams on 31 
patients with 
hemochromatosis 
for iron 
quantification 
analysis. 275 axial 
liver slices were 
manually 
segmented as 
ground truth 
masks. A batch 
normalized U-Net 
with variable 
input width to 
incorporate 
multiple echoes 
was used for 
segmentation, 
using DICE as the 
accuracy metric. 2. 
ANOVA was used 
to evaluate the 
significance of 
channel width 
changes in 

ANOVA indicates 
a significant 
increase 
segmentation 
accuracy over 
single channel 
starting at 3 
channels. The 
incorporation of 
all channels results 
in an average DICE 
of 0.86, an average 
increase of 0.07 
over single 
channel which is a 
good level of 
accuracy. 
The calculated LIC 
from CNN 
segmented livers 
agrees well with 
manual 
segmentation. 
The study’s 
findings suggest 
that channel width 
optimization can 
be used to improve 
the performance of 
CNNs for liver and 
vessel 
segmentation.  

Table 2 (continued ) 
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segmentation 
accuracy. Linear 
regression was 
used to model the 
relationship of 
channel width on 
segmentation 
accuracy. Liver 
segmentations 
were applied to 
relaxometry data 
to calculate liver 
T2* yielding liver 
iron concentration 
(LIC) derived from 
literature-based 
calibration curves. 
Manual and CNN 
based LIC values 
were compared 
with Pearson 
correlation. Bland 
Altman plots were 
used to visualize 
differences 
between manual 
and CNN based 
LIC values. 

Positano et al., 
2023 [22] 

To develop a deep- 
learning method 
for unsupervised 
classification and 
staging of LIC from 
magnitude T2* 
multiecho MRI. 

A dataset of 1069 
thalassemia major 
patients were 
used. The images 
were acquired 
using a 5 T MRI 
scanner and a T2*- 
weighted 
multiecho 
sequence. 
The LIC was 
measured using a 
standard method. 
Four deep learning 
convolutional 
neural networks 
(CNNs) were 
trained on the 
dataset: 
HippoNet-2D: A 
2D CNN that was 
trained on 
magnitude images. 
HippoNet-3D: A 
3D CNN that was 
trained on the 
magnitude images. 
HippoNet-LSTM: A 
CNN-LSTM hybrid 
model that was 
trained on 
magnitude images. 
HippoNet- 
Ensemble: An 
ensemble model 
that was trained 
on the outputs of 
the HippoNet-2D, 
HippoNet-3D, and 
Hippo Net-LSTM 
models. 
The CNNs were 
evaluated using a 
test set of 210 
images. 
The performance 
of the models was 

The HippoNet- 
Ensemble model 
achieved the best 
performance, with 
an accuracy of 
0.96, a sensitivity 
of 0.93, and a 
specificity of 0.97. 
The other models 
also performed 
well, with 
accuracies ranging 
from 0.93 to 0.95. 
The results were 
reproducible, as 
the models were 
able to achieve 
similar 
performance on 
the test set. 
The results were 
consistent with 
previous studies 
that have shown 
that deep learning 
can be used to 
stage LIC from 
multiecho MR 
images. 

(continued on next page) 
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assessed by 
evaluating the 
accuracy, 
sensitivity, and 
specificity of the 
staging. 

Conde et al. 
2020 [23] 

The aim of the 
study was to 
propose a new 
disease risk 
screening for 
hereditary 
hemochromatosis 
(HH). The 
researchers 
wanted to develop 
a more accurate 
and reliable 
screening test than 
the current 
methods and to 
identify the most 
relevant risk 
factors for HH in 
the family study of 
the HEIRS cohort 
and for this 
disease. 

1. The family and 
family history 
datasets from the 
family study were 
merged. The data 
was cleaned and 
categorical 
variables with 
more than two 
classes were 
encoded using a 
one-hot-encoding 
approach. 2. 
feature selection 
based on six 
different methods 
(statistical and 
machine learning- 
based) was 
performed and 
eight different sets 
of risk factors were 
manually selected. 
3. Last step, each 
of the selected risk 
factor sets were 
evaluated using 
different machine 
learning 
algorithms. First, 
the data was split 
into training and 
testing sets using 
10-fold stratified 
cross-validation 
(CV). The 
hyperparameters 
of each ML 
algorithm were 
tuned using Grid 
Search and tenfold 
stratified CV and 
optimized for F1 
score. After 
hyperparameter 
optimization, the 
optimal model was 
trained and 
evaluated on an 
unseen test set. 
This step was 
repeated 10 times. 
After final 
performance 
estimate, the best 
model including 
the best feature set 
were selected, and 
hyperparameter 
optimization was 
run on the whole 
dataset using Grid 
Search and 10-fold 
stratified CV. 

1. The final model 
was trained on an 
extreme gradient 
boosting classifier 
using the most 
relevant risk 
factors: The model 
was able to 
achieve an area 
under the receiver 
operating 
characteristic 
curve (AUC) of 
0.94 ± 0.02 which 
is a good 
performance. 
2. The model was 
able to outperform 
the iron overload 
screening (IRON) 
tool, which is a 
commonly used 
tool for screening 
individuals at risk 
of hereditary 
hemochromatosis. 

Ayyıldız et al. 
2019 [21] 

To perform a 
differential 
diagnosis of IDA 
and β-thalassemia 
by using more 

1- The study used 
two machine 
learning 
algorithms, SVM 
and KNN, to 

1- The study found 
that the RBC 
indices showed 
higher 
performance for  

Table 2 (continued ) 
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comprehensive 
RBC indices and 
machine learning 
techniques 
including SVM and 
KNN. 

classify the 
patients into IDA 
or β-thalassemia 
groups based on 
their RBC indices. 
2- The study used a 
feature selection 
algorithm, NCA, 
and the features 
selected by NCA 
were compared 
with those used in 
the literature. 

the discrimination 
of IDA and 
β-thalassemia. 
2- The study found 
that gender plays a 
role in the 
discrimination of 
IDA and 
β-thalassemia. 

Yılmaz et al. 
2012 [24] 

To compare the 
performance and 
accuracy of 
different types of 
artificial neural 
network models in 
disease diagnosis. 

1- The study used 
six types of 
artificial neural 
network (ANN) 
models: 
Feedforward 
Networks (FFN), 
Cascade Forward 
Networks (CFN), 
Distributed Delay 
Networks (DDN), 
Time Delay 
Networks (TDN), 
Probabilistic 
Neural Network 
(PNN), and 
Learning Vector 
Quantization 
(LVQ) networks. 
2- The study 
compared the 
performance and 
accuracy of these 
models in 
diagnosing iron 
deficiency anemia 
and compared its 
results with 
another article 
that used a similar 
approach. 

1- The study found 
that Feed Forward 
Distributed Time 
Delay network had 
the highest 
sensitivity and 
accuracy in 
diagnosing iron 
deficiency anemia 
in women, with 
97.60% sensitivity 
and 99.16% 
accuracy. 
2- The study also 
found that 
Probabilistic 
Neural Network 
had the lowest 
sensitivity and 
accuracy among 
the six models 

Hennek et al. 
2016 [25] 

1- To describe a 
low-cost and rapid 
method to 
diagnose IDA 
using AMPS. 
2- To compare its 
performance with 
other methods 
such as 
hemoglobin 
concentration and 
reticulocyte 
hemoglobin 
concentration. 

1- Training a 
machine learning 
algorithm (logistic 
regression) to 
discriminate IDA 
from normal 
samples and other 
anemias using the 
red intensity traces 
from the scanned 
images. 
2- Evaluating the 
sensitivity, 
specificity, and 
area under the 
curve (AUC) of the 
test for different 
subpopulations 
and comparing 
them with other 
methods. 

1- The test can 
detect IDA by eye 
with a sensitivity 
of 84% and a 
specificity of 78%, 
2- The test can 
slightly improve 
the diagnosis of 
IDA using machine 
learning. 
3- The test can also 
predict 
hypochromia, 
micro/hypo 
anemia, and 
several red blood 
cell parameters 

Çil et al. 2020 
[26] 

To compare the 
performance of 
different 
algorithms and 
indices to 
distinguish 
between 
β-thalassemia and 
iron deficiency. 

1- The study 
trained and tested 
five different 
machine learning 
algorithms 
(Logistic 
Regression, K- 
Nearest 
Neighbors, 
Support Vector 

The best accuracy 
for distinguishing 
between 
β-thalassemia and 
iron deficiency 
anemia was 
achieved by 
Regularized 
Extreme Learning 
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Machine, Extreme 
Learning Machine 
and Regularized 
Extreme Learning 
Machine). 
2- The study 
evaluated the 
performance of the 
classification 
algorithms using 
accuracy, 
sensitivity, 
specificity, 
precision, and F1- 
score metrics.76 

Machine with 
95.59%. 

Martini et al. 
2022 [27] 

To develop a fully 
automated method 
for the regional 
analysis of 
myocardial T2* 
distribution using 
a deep 
convolutional 
neural network 
(CNN). 

1- Generating T2* 
maps and 
discarding the last 
echo time if the 
fitting error was 
>5%. 
2- Developing a 
deep 
convolutional 
neural network 
(CNN) with U-Net 
architecture. 
3- Training the 
CNN model using 
data 
augmentation, 
Adam optimizer, 
and weighted 
cross-entropy loss 
function for 2000 
epochs. 
4- Evaluating the 
segmentation 
accuracy and T2* 
values obtained by 
the CNN model. 

The CNN model 
showed high 
sensitivity 
(97.6%), 
specificity (100%), 
accuracy (98.8%), 
and intraclass 
correlation 
coefficient (0.996) 
for detecting 
myocardial iron 
overload using a 
threshold of 20 ms 
for global T2 
values. 

Yilmaz et al. 
2013 [28] 

To introduce an 
application of 

fuzzy expert 
system for the 

diagnosis of iron 
deficiency anemia. 

1- The authors 
designed a fuzzy 
expert system for 
the diagnosis of 
iron deficiency 
anemia using five 
input parameters: 
Hb amount, MCV, 
SI, TIBC and 
Ferritin amount. 
2- The authors 
used Delphi 2010 
as a visual 
programming 
language to design 
and run the 
system. 

1- The authors 
detected the 
success level of 
their system 
between 90% and 
95.8%. 
2- The authors 
concluded that 
their system is 
convenient and 
accurate for the 
diagnosis of iron 
deficiency anemia. 

Saiviroonporn 
et al. 2018 
[29] 

To develop an 
automated 
segmentation 
method for R2* 
iron-overloaded 
liver images using 
a fuzzy C-mean 
clustering scheme. 

1.The study 
utilized R2* MRI 
images of iron- 
overloaded livers. 
2.A fuzzy C-mean 
clustering 
algorithm was 
employed for 
image 
segmentation. 
3.The algorithm 
used intensity 
values and spatial 
information to 
classify image 
pixels into 
different clusters.  

1.The proposed 
segmentation 
method achieved 
accurate and 
reliable 
segmentation of 
R2* iron- 
overloaded liver 
images. 2.The 
fuzzy C-mean 
clustering scheme 
effectively 
separated liver 
regions from 
background and 
other tissues. 3.  
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4.The algorithm 
was optimized by 
adjusting 
parameters, 
including the 
number of clusters 
and fuzziness 
index. 
5.The 
segmentation 
method was 
evaluated using a 
quantitative 
assessment, 
comparing the 
results with 
manual 
segmentations 
performed by 
experts. 

The method 
demonstrated 
robustness and 
consistency across 
different datasets. 
4.Quantitative 
evaluations 
showed high 
similarity and 
agreement 
between the 
automated 
segmentation and 
manual 
segmentations 
performed by 
experts. 5.The 
automated 
segmentation 
approach provided 
a time-efficient 
alternative to 
manual 
segmentation, 
enabling efficient 
analysis of large 
datasets. 

Pierre et al. 
2017 [30] 

1- To determine 
the limits of 
agreement 
between 
measurements of 
liver iron 
concentration by a 
reference standard 
spin-density- 
projection-assisted 
(SDPA) R2-MRI 
method (FerriScan 
®) and a method 
using trained 
artificial neural 
networks (ANNs) 
to analyze image 
data. 
2- To test the 
potential of the 
ANN method as a 
fast and robust 
method of 
analyzing MR 
image data to 
generate liver iron 
concentration 
values. 

1- Image data were 
acquired using the 
FerriScan ® 
protocol. 
2- Images were 
processed by two 
methods: (1) using 
the SDPA R2-MRI 
method and (2) by 
using a trained 
artificial neural 
network (ANN) to 
generate LIC 
values. 
3- The technician 
was blinded from 
the SDPA R2-MRI 
results and vice 
versa. 
4- The data were 
analyzed using the 
statistical methods 
of Bland and 
Altman. 

1- The ANN 
method showed a 
small but 
statistically 
significant 
systematic 
underestimation 
of liver iron 
concentration 
compared to the 
SDPA R2-MRI 
method. 
2- The ANN 
method had high 
positive predictive 
values and 
negative 
predictive values 
for predicting liver 
iron concentration 
above the 
clinically relevant 
thresholds of 7 and 
15 mg Fe/g dw. 

Pierre et al. 
2022-updated 
2023 [13,31] 

This study aimed 
to assess the 
diagnostic 
performance and 
repeatability of a 
deep-learning- 
based medical 
device (DLA R2- 
MRI) for 
quantifying LIC 
from MRI in 
comparison with 
the reference 
standard of the 
expert manual 
analysis using 
spin-density 
projection assisted 
(SDPA) R2-MRI 

Data collection: 
The MRI datasets 
were collected 
from 63 different 
scanners between 
August 2017 and 
July 2020. The 
datasets were 
submitted for 
expert manual 
analysis using 
spin-density 
projection assisted 
(SDPA) R2-MRI, 
which is the 
reference standard 
for measuring liver 
iron concentration 
(LIC). 
Data analysis: The 

1. Sensitivities and 
specificities of the 
automated DLA 
R2-MRI system for 
predicting LIC 
values using the 
SDPA R2-MRI 
method above 
clinically relevant 
thresholds (3.0, 
5.0, 7.0, and 15.0 
mg Fe/g dry 
tissue). Although 
the bias between 
DLA R2-MRI and 
SDPA R2-MRI, the 
DLA R2-MRI 
method has 
acceptable 
sensitivities and 
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automated 
measurements of 
LIC from the DLA 
R2-MRI device 
were compared to 
the manual 
measurements 
from the SDPA R2- 
MRI. The bias and 
limits of 
agreement 
between the two 
methods were 
assessed. In 
addition, the 
diagnostic 
performance of the 
DLA R2-MRI 
device was 
assessed using 
sensitivity and 
specificity 
analysis. 
Repeatability: The 
repeatability of the 
DLA R2-MRI 
device was 
assessed by 
recruiting 60 
participants with 
informed consent 
(50 patients and 
10 healthy 
controls). Each 
participant was 
measured twice 
with the DLA R2- 
MRI device. The 
limits of 
agreement, bias, 
and repeatability 
coefficients were 
determined using 
Bland Altman 
statistics. 

specificities for 
predicting LIC 
results above 
clinically 
significant 
thresholds. 
However, due to 
the identified bias, 
the automated and 
manual 
procedures should 
not be employed 
interchangeably. 
2. 95% of the 
repeat measures of 
LIC by DLA R2- 
MRI fell within 
specific ratio 
ranges above and 
below 3mg Fe/g 
dry tissue. The 
repeatability of 
the DLA R2-MRI 
method for LIC 
measurement is 
significantly better 
than liver biopsy 
methods. 

Laengsri et al. 
2019 [32] 

To develop a 
computational 
model for 
discriminating 
between iron 
deficiency anemia 
and thalassemia 
trait. 

1- The study 
applied five 
machine learning 
techniques (k-NN, 
DT, RF, ANN and 
SVM) to construct 
discriminant 
models based on 
seven red blood 
cell parameters. 
The models were 
evaluated using 5- 
fold cross- 
validation. The 
performance of the 
models was 
compared with 
existing 
discriminant 
formulas and 
indices. 
2- The study 
implemented a 
web-based tool 
called ThalPred 
using the SVM 
model. 

The study showed 
that the SVM 
model 
outperformed the 
other machine 
learning 
techniques and the 
existing 
discriminant 
formulas and 
indices in terms of 
accuracy, 
sensitivity, 
specificity, 
Matthew’s 
correlation 
coefficient, 
Youden’s index. 
The SVM model 
achieved an 
external accuracy 
of 95.59% and an 
independent 
accuracy of 
96.08%. 

Wantanajittikul 
et al. 2021 
[33] 

Previous works 
have proposed 
automated 

1. The authors 
used a dataset of 
553 MR 

1.The proposed 
method was able 
to produce good  
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methods for 
excluding vessels 
from the liver 
region. However, 
these methods still 
require the user to 
manually define 
the liver region. 
The aim of this 
study was to 
develop an 
automated liver 
region 
segmentation 
technique to 
automate the 
whole process of 
median LIC 
calculation. 

examinations from 
471 thalassemia 
major patients. 
2. The LIC maps 
were calculated 
from the MR 
images and used as 
the input for the 
segmentation 
procedures. 
3. The anatomical 
landmark data 
were used to 
restrict the region 
of interest (ROI) 
for the 
segmentation. 
4. The liver region 
was segmented 
using fuzzy c- 
means clustering 
and morphological 
processes were 
applied to reduce 
segmentation 
errors. 
5. The 
segmentation 
results were 
evaluated by 
comparing them 
with manual 
segmentation 
performed by a 
board-certified 
radiologist. 

grade output in 
approximately 
81% of all data. 
2.Approximately 
11% of all data 
required an easy 
modification step. 
3.The rest of the 
output, 
approximately 
8%, was an 
unsuccessful grade 
and required 
manual 
intervention by a 
user. 
4.The proposed 
method was more 
accurate and 
reliable than 
manual 
segmentation. 
5.The proposed 
method could be 
used to automate 
the liver 
segmentation 
process in LIC 
maps. 

Terzi et al. 2022 
[34] 

So far, studies 
have investigated 
a variety of 
classification 
issues in IDA, 
including outliers, 
class imbalance, 
the existence of 
noise, and 
multicollinearity. 
However, most 
datasets are 
plagued by more 
than one of these 
issues. This work 
aimed to develop 
several systems 
that can 
distinguish 
between diseased 
and healthy 
persons and find 
the variables that 
have a substantial 
effect on these 
diseases while 
considering these 
influential 
classification 
challenges. 

Data 
preprocessing: 
Outliers were 
detected and 
removed using Z- 
score, Relative 
density-based 
outlier factor 
(RDOS), and 
natural outlier 
factor (NOF). 
Feature selection 
was performed in 
two stages: 
Boruta was used to 
identify significant 
variables before 
cross-validation. 
The training set 
was transformed 
to have zero mean 
and one variance. 
Class imbalance 
and noise 
problems were 
solved using 
oversampling 
(SMOTE) and 
noise detection- 
undersampling 
(EF). 
Model 
development: 
XGBoost was used 
to develop 
classification 
models. 
Hyperparameters 
for XGBoost were 

When all reported 
concerns were 
taken into 
consideration, the 
models we 
obtained were 
successful in more 
measures. In order 
of importance, the 
XGBoost approach 
discovered Fe, 
Ferritin, and Hb 
features to be 
essential for all 
cases, with ferritin 
being the most 
important. Feature 
importance did 
not differ by the 
method. The 
performance 
findings varied 
among datasets, 
with SMOTE and 
EF + SMOTE 
outperforming all 
others in most 
parameters. 

(continued on next page) 
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carried out automatically. They are listed as follows: There are six steps 
in the process: 1. manually define an ROI to exclude non-body part; 2. 
calculate R2* by pixel-wise method with offset model and conversion to 
LIC map; 3. construct an ROI for the entire liver; 4. manually exclude 
vessels from the liver parenchyma; and 5. generate a LIC report. 6. The 
classification and staging of liver iron excess overload [22,33] (Fig. 2). 
As many centers have limited imaging data, quality control of T2* image 
capture and image analysis methodologies is challenging. As a result, an 
automated method can be helpful as a “second reader opinion” or as a 

replacement for an external service’s diagnosis. Also, it can reduce the 
average processing time and the workload [22]. 

Previous work, such as Saiviroonporn et al. [29], proposed methods 
for automatically excluding main vessels in the user-defined liver re
gions or automated on step number 4. Also, Liu et al. [20] applied a 
batch-normalized U-Net with variable input width to incorporate mul
tiple echoes for liver and vessel segmentation in liver iron quantifica
tion. For steps 1 and 3, Wantanajittiku et al. [33] proposed a method of 
fuzzy c-means (FCM) clustering algorithm and anatomical landmark 
data. In post-processing, morphological techniques were used to reduce 
segmentation mistakes and modify the liver area for clinical use. The 
experimental findings indicated that the suggested strategy could boost 
the effectiveness of traditional FCM clustering. It offered good grade 
outputs with good assessment matrices for about 81% of all the data. A 
simple modification step was needed for 11% of the data to fix the 
segmentation findings. The remaining 8% required manual segmenta
tion. Their trials revealed a strong correlation in the median LIC between 
our suggested method and the existing method. Intending to take a 
further step, Positano et al. [22] used ensemble deep-learning CNN 
networks to automate the staging of LIC in thalassemia major patients, 
showing a good diagnostic value. 

When it comes to R2 relaxometry, Pierre et al. [30] conducted a 
study to determine the limits of agreement between measurements of 
LIC by a reference standard spin-density-projection-assisted (SDPA) R2- 
MRI method (Ferri-Scan) and a method using trained ANNs to analyze 
image data in thalassemia patients. The data indicate that the ANN 
measurement method of LIC can be used as a fast and robust method of 
analyzing MR image data to generate LIC values. As a continuation of 
their work, they conducted a study to assess the diagnostic performance 
and repeatability of a DLA R2-MRI for quantifying LIC from MRI in 
comparison with the reference standard of the expert manual analysis 
using SDPA R2-MRI. This study aimed to assess the diagnostic perfor
mance and repeatability of a DLA R2-MRI for quantifying LIC from MRI 
in comparison with the reference standard of the expert manual analysis 
using SDPA R2-MRI; they did it prospectively on 1395 eligible 

Table 2 (continued ) 

Study ID Aim of study Summary of 
methods 

Summary of 
results 

determined using 
grid search to 
maximize 
Matthew’s 
correlation 
coefficient 
performance, 
taking class 
imbalance into 
account. 
Model evaluation: 
The models were 
evaluated using 
10-fold cross- 
validation. They 
created and tested 
four different data 
sets according to 
classification 
issues. 
Performance 
Metrics. confusion 
matrix and ROC 
and related 
metrics were used.  

Fig. 2. The interplay between MRI-based LIC concentration quantification and machine learning.  
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consecutive MRI datasets from 63 different scanners Their study 
revealed that DLA algorithms might offer a solution for inexpensive and 
dependable LIC patient monitoring worldwide with >90% specificity 
and sensitivity. Also, it showed significantly better repeatability 
compared with liver biopsy methods [13,31]. 

Although recent attempts to incorporate ML models into automating 
the process show promise, the implementation in clinical practice is still 
in its infancy. This is due to a range of limitations, including human- 
related factors such as the necessity for extensive training and the 
‘black box’ phenomenon of ML. There is also a pressing need for mul
ticentered studies and external validation across diverse clinical set
tings, as well as a call for globally representative populations. Many 
current studies suffer from a lack of representative populations, as they 
often involve only single disease populations, leading to heterogeneous 
data. Methodology-related model limitations and previously mentioned 
confounders, such as potential variations between MRI scanners and 
laboratory reference values, further complicate matters. In light of these 
challenges, it is particularly crucial to discuss the lack of large training 
datasets for quantifying organ iron from MRI, especially for populations 
that are globally representative. For instance, the UK Biobank offers a 
vast cohort with multiple MRI acquisitions [52], but it is limited mainly 
to participants of European ancestry. Addressing these issues may pave 
the way for more universally applicable models. 

4.1.2. Screening of hereditary hemochromatosis 
Using information from the HEIRS cohort, Conde et al. [23] con

ducted a study to create a screening test that is better and more trust
worthy than the ones now used and to determine the most important risk 
factors for hereditary hemochromatosis (HH). Based on their HFE C282Y 
homozygosity status and iron overload phenotype, they chose 254 he
reditary hemochromatosis (HH) cases and 701 controls. The most 
important risk factors, such as age, HFE C282Y homozygosity, iron level, 
transferrin saturation, serum ferritin level, unsaturated iron-binding 
capacity, and other variables, were used to train the final model on an 
extreme gradient boosting classifier. The area under the receiver oper
ating characteristic curve (AUC) for the model was 0.94 0.02, which is 
regarded to be a good performance. Their risk stratification model 
outperformed the iron overload screening (IRON) tool, a commonly used 
tool for screening individuals at risk of hereditary hemochromatosis. 
However, the above model needs to be validated by clinical experts 
before transforming it into an easy-to-use application. 

4.1.3. Iron overload cardiomyopathy: Diagnosis and prognosis 
AI-derived feature tracking analysis in cardiology has maximized the 

speed and the amount of information harvesting [39]. Echocardiogra
phy detects early myocardial dysfunction associated with iron overload, 
which is usually measured by T2* in transfusion-dependent several 
types of anemias. For instance, Alonso-Fernandez-Gatta et al. used an AI- 
derived predictive model to investigate the use of myocardial magnetic 
resonance feature tracking (MR-FT) to diagnose and predict the prog
nosis of cardiovascular events in patients with myelodysplastic syn
dromes [40]. 

Choi stated that the “cherry on top” of cardiac magnetic resonance as 
a one-stop modality seems to be feature tracking analysis. However, the 
limitations associated with this approach may be solved by sharing 
analysis methods and applying innovative ways to reduce picture 
collection time [41]. 

In addition, Martini et al. [27] developed a fully automated method 
for the regional analysis of myocardial T2* distribution using a deep 
convolutional neural network (CNN). The CNN model showed high 
sensitivity (97.6%), specificity (100%), accuracy (98.8%), and intraclass 
correlation coefficient (0.996) for detecting myocardial iron overload 
using a threshold of 20 ms for global T2 values. This technique could be 
successfully applied in the clinical setting for a quick introduction of 
new T2* CMR sites, particularly in areas of the world with financial 
limits, and for faster, more accurate, and quality-controlled analysis in 

trained centers. 

4.2. AI and Iron-deficiency Anemia 

4.2.1. An IA approach to Anemia prevalence analysis 
According to the World Health Organization (WHO), both developed 

and developing countries suffer from anemia. The most vulnerable 
groups are children aged under five years, adolescents, and pregnant 
women [42]. Anemia affects 42% of children aged five years or less and 
40% of pregnant women worldwide [43]. As teens grow up, they are at 
higher risk of developing health problems that last into adulthood, 
negatively impacting their quality of life [44]. Anemia occurs when the 
blood contains insufficient red blood cells (RBCs) or hemoglobin. A 
person with anemia often experiences dizziness, weakness, fatigue, and 
shortness of breath. The severity of signs and symptoms depends on 
factors such as age, gender, pregnancy status, smoking habits, location, 
and optimal hemoglobin concentration. There are many causes of ane
mia, including nutritional deficiencies (e.g., iron, vitamin B12, folate, 
and vitamin A), infectious diseases (e.g., tuberculosis, malaria, human 
immunodeficiency virus (HIV), parasitic infections), and other disorders 
(e.g., hemoglobinopathies). Globally, the most prevalent type of anemia 
is IDA, especially in Asia and sub-Saharan Africa [43,44]. Iron is vital for 
sustaining cell function and structure in the body, as well as assisting 
oxygen transport, in addition to being an essential micronutrient [3]. 

Large datasets can be analyzed, and ML algorithms can perform 
predictive analytics faster. To handle classification problems, medical 
statistics traditionally rely on logistic regression (LR) [46]. Public health 
research uses ML algorithms to solve classification problems using 
model-free data analytics [47]. Most anemia risk analysis techniques are 
based on accurate disease prediction. Furthermore, pattern recognition 
and predictive analytics are becoming increasingly popular in health 
and medical research [48]. 

4.2.2. Anemia classification using ML 
In some cases, it is critical to appropriately define anemia due to 

potential implications, such as distinguishing between anemia and 
β-thalassemia. In the event of a misdiagnosis, patients with β-thalas
semia may receive unnecessary iron supplementation. Furthermore, 
when a β-thalassemia patient is misdiagnosed with IDA, he or she may 
have children with β-thalassemia or carry it in marriages [26]. 

Zhao et al. [49] proposed a method for identifying anemia in a 
general clinical setting. Their model was constructed using four machine 
learning algorithms: artificial neural networks, support vector ma
chines, naive Bayes, and ensemble decision trees. The models were 
developed based on 1663 samples and 25 attributes, including hemo
gram data, age, gender, chronic diseases, and symptoms gathered from 
the medical records of a Turkish teaching hospital. Its purpose was to 
provide decision support to medical students and assist medical con
sultants in making informed decisions. Classifying the data using the 
four different algorithms achieved a satisfactory success ratio for each 
algorithm. Bagged Decision Trees (aggregating the output from all the 
trees and forecasting the outcome) had the highest accuracy (85.6%), 
followed by boosted Trees (83%) and neural networks (79.6%) [49]. 

Azarkhish et al. [16] developed an ML model based on 4 common 
blood data to diagnose IDA(15). The results showed that neural net
works (ANN) outperform adaptive neuro-fuzzy inference systems 
(ANFIS) and logistic regressions in diagnosing IDA. Additionally, the 
results demonstrated that ANNs had higher accuracy and acceptable 
precision for predicting serum iron levels in patients with IDA (up to 
97% vs. 93% for the logistic regression model). The study developed 
ANN, ANFIS, and logistic regression models to diagnose IDA based 
entirely on routine and inexpensive laboratory data. Patients’ serum 
iron levels were also predicted using ANNs and linear regression. Several 
accessible variables were used to construct the ANN but were not 
directly diagnostic of IDA. The designed model successfully diagnosed 
IDA in patients based on routine laboratory data. Using this model, we 
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can obtain excellent accuracy, non-invasive, affordable, and quick re
sults, which can be applied in clinical practice to guide decision-making 
[16].The utilization of AI has led to an increased interpretation potential 
from simple lab tests. This offers significant advantages to developing 
countries with limited capabilities. Jahangiri et al. [15] showed how a 
complete blood count (CBC) could differentiate iron deficiency anemia 
from β-Thalassemia. The authors also visualized the splitting rules of the 
tree-based machine learning models to further understand the decision 
pathway. Both models in the study used hemoglobin (Hb), mean 
corpuscular volume (MCV), and mean corpuscular hemoglobin (MCH) 
to finally classify the anemia. The AUC of the trained models ranged 
from 0.94 to 0.98. 

Moreover, Laengsri et al. [32] developed a web-based prediction tool 
based on SVM (AUC = 96.0) for discriminating thalassemia trait and 
iron deficiency anemia, as well as demonstrated how ML could provide 
interpretable rules interpretable rules extracted from RF (AUC = 94.6) 
were provided to represent criteria of each CBC parameter for discrim
ination. They also mentioned that the two differential diagnoses are 
close and can coexist. Previous research has shown that IDA occurs 
frequently in TT. Interestingly, this discovery suggests future research to 
develop a new efficient model for distinguishing three groups, including 
TT, IDA, and the coexistence of these two conditions. 

When looking at classification issues in IDA, Terzi et al. [34] inves
tigated these challenges and proposed a comprehensive approach to 
address them. They used a variety of methods, including outlier detec
tion, feature selection, multicollinearity consideration, class imbalance 
handling, and noise removal, to develop accurate and reliable models for 
the early diagnosis of IDA, since most datasets are plagued by more than 
one of these issues. The results showed that the proposed approach was 
effective in most cases, with the most important features being Fe, 
Ferritin, and Hb using XGBoost approach with ferritin being the most 
important. The performance of the models varied depending on the 
dataset, but overall, they were able to achieve good performance. 
Kurstjens et al. [19] highlighted the benefits of AI application in clinical 
practice, demonstrating that the integration of a machine learning al
gorithm to predict low ferritin levels in primary care patients is a 
valuable diagnostic tool that can support physicians and specialists in 
laboratory medicine, and can automatically identify unrecognized iron 
deficiencies. In their study, laboratory medicine specialists were less 
accurate in predicting low ferritin concentrations than algorithms, even 
when they knew the output of the algorithms as a support tool. also, it 
took less time for each patient. The algorithm’s use in the laboratory 
system resulted in one new iron deficiency diagnosis per day on average. 

The current landscape of iron-related disorder screening, diagnosis, 
and monitoring faces several challenges stemming from the limitations 
of conventional methods. Routine blood exhibit low sensitivity and 
specificity, hindering accurate disease detection [53]. Invasive tech
niques like liver biopsy, while informative, pose substantial risks and 
discomfort to patients. Furthermore, the accessibility and affordability 
of advanced devices remain restricted. The applications outlined in this 
review highlight the potential role of AI in addressing those limitations. 

The heterogeneity in the results obtained can be attributed to several 
reasons. The datasets’ diversity, including sources and features, impacts 
model performance. Furthermore, feature selection, preprocessing, and 
hyperparameter tuning also shape outcomes. Studies that involve multi- 
center collaboration often led to the development of stable and gener
alizable models, in contrast to single-center studies that frequently suffer 
from limited sample sizes and poorer performance during external and 
temporal validation. Finally, a collaboration between data scientists and 
clinicians is required for healthcare ML initiatives to succeed. Under
standing how these roles interact and where conflict might occur 
because of communication challenges, incentives, and conflicting 
viewpoints is crucial, this would support the future acceptance of cur
rent AI applications among physicians. 

5. Conclusion 

Several imaging and laboratory techniques have been developed to 
assess iron distribution and severity and monitor treatment response. 
However, despite and the current limitations and the fact that AI’s 
adoption in assessing iron concentration is still in the early phases, it has 
great potential to revolutionize the current practice. 

Future considerations 

To move this field forward, progress in AI for managing body iron 
levels requires larger, more diverse studies and the integration of 
various data types with more features, including genetic, clinical, and 
lifestyle factors. External validation in various settings is a cornerstone 
for some promising models before being trustworthy for application in 
clinical practice. This will improve the AI model’s accuracy and gener
alizability. Developing standardized AI model protocols through inter
national collaborations is essential, as is addressing ethical 
considerations like data privacy and AI decision-making consequences. 
These advancements will leverage AI’s potential in managing body iron- 
related disorders and propel precision medicine forward. 

Practice points 

• Artificial intelligence, especially deep learning models and algo
rithms like convolutional neural networks, shows promising poten
tial in diagnosing and managing iron-related disorders, from iron 
deficiency to hemochromatosis. 

• Current studies in the iron-related disorder domain focus on radio
logical images. Expanding AI models to integrate various data 
types—such as genetic markers associated with thalassemia, clinical 
symptoms of iron overload, or lifestyle factors influencing iron 
deficiency—can enhance diagnostic precision.  

• AI models in this field must be trained and validated on large, diverse 
patient populations, reflecting the wide spectrum of iron-related 
disorders. Including diverse age groups, ethnic backgrounds, and 
geographic locations can lead to more robust models. 

• Implementing standardized protocols specific to iron-related disor
ders for AI model development, training, and validation can foster 
reliable and generalizable tools. Creating benchmarks for different 
iron disorders can facilitate consistent evaluations and comparisons. 

• Data privacy in the context of genetic and personal health informa
tion is paramount. Ensuring ethical deployment and transparent AI 
decision-making is essential for patient trust in tools managing sen
sitive iron-related health data. 

• AI applications in iron disorder management could act as a com
plementary “second reader opinion” or even replace some diagnostic 
services. Tailoring these applications to specific iron-related condi
tions can reduce processing time and workload, benefiting both cli
nicians and patients in this specific area. 

Research agenda  

• Development of AI models for predicting the recurrence of iron- 
related disorders.  

• Evaluation of the clinical value of AI in quantifying body iron levels.  
• Investigation of the relationship between different physiological 

factors and iron-related disorders using AI.  
• Creation of a comprehensive AI-driven diagnostic tool for assessing 

overall body iron status.  
• External validation is a cornerstone of the current models and for 

future proposed studies to have good repeatability and 
generalizability. 
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