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A B S T R A C T   

The bond strength between concrete and reinforcement is crucial for the composite action and serviceability of 
reinforced concrete (RC) structures. However, it is vulnerable to deterioration from the corrosion of reinforce
ment bars, especially in marine structures. Thus, a precise and reliable model for the bond strength in corrosive 
environments is necessary to evaluate the serviceability and structural performance of corroded RC members. 
This study employs explainable machine learning (ML) techniques to assess the bond strength between concrete 
and corroded bars. Eight ML models are developed to establish the best predictive model for bond behavior, 
considering seven input parameters: corrosion level (CL), steel yield strength, compressive strength of concrete, 
concrete cover-to-bar diameter ratio, bar diameter-to-bonded length ratio, reinforcement type, and test type. The 
super learner (SL) model, integrating three ML models, outperforms other models and analytical methods with a 
large R2 value (98% on the test set) and minimal statistical errors. The SHapley Additive exPlanation (SHAP) 
technique identifies CL as the most influential parameter on bond strength, while the reinforcement and test types 
have the least effect. Finally, a user-friendly graphical user interface (GUI) tool is established to facilitate the 
practical implementation of the developed model and support accurate bond strength prediction in concrete with 
steel reinforcement under corrosive environments.   

1. Introduction 

The bond strength of concrete with reinforcement has a critical 
impact on the members’ composite action and ductility of reinforced 
concrete (RC) components, which govern the structural performance of 
structures [1,2]. Furthermore, the robustness of the interaction between 
steel reinforcement and concrete ensures an effective distribution of 
tensile stresses between the two materials [3,4]. Nonetheless, the effi
ciency of the bond strength of RC elements serving in marine environ
ments is at risk of being diminished by steel corrosion, as the concrete 
cover experiences corrosion-induced cracks, and the reinforcing bars 
encounter destruction in their cross-sectional areas and ribs, which, in 
turn, disturb the concrete-steel interface [5]. Such bond degradation 
raises concerns about the structural behavior, safety, and lifespan of RC 
buildings with corrosion [6]. Therefore, the assessment of the effec
tiveness of the bond behavior in corrosive environments is imperative. 

The bond strength of RC elements is typically composed of three 

components: friction, adhesion, and mechanical interlock, which are 
significantly influenced by steel corrosion [1]. Slight corrosion of steel 
reinforcement can increase the concrete confinement at the 
steel-concrete interface, which might increase the contribution of the 
friction force. However, the rebars’ ribs and concrete surface degrade 
with the corrosion expansion, decreasing the contact surface and friction 
effect. Additionally, the corrosion process causes a change in the surface 
of the reinforcement from Fe (iron) to Fe2O3 (iron oxide). This effect, 
coupled with corrosion-induced pressure, can deteriorate the interface, 
and thus reduce the adhesion contribution. The mechanical interlock is 
also affected by the deterioration of the bars’ ribs and a reduction in 
concrete compressive strength by the corrosion-induced cracks [1,2]. 

Numerous experimental investigations have been performed on the 
bond strength between corroded steel bars and concrete [7–10,2]. 
Al-Sulaimani et al. [7] and Abushanab and Alnahhal [2] observed that 
the bond strength decreased by about 50% at a corrosion level (CL) 
between 6% and 10%. A similar result was reported in the study by Zhao 
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et al. [8]. In addition, Al-Sulaimani et al. [7] reported that corroded 
specimens with greater concrete cover thickness exhibited higher bond 
strength. Lin and Zhao [9] observed that corrosion changed the bond 
failure mode from concrete shearing between steel lugs to frictional 
slippage. Several analytical formulations have also been established to 
predict the concrete-steel bond strength under a corrosive environment 
[11–13]. However, they are empirically derived based on limited data
base and important factors, which limits their prediction capability. 
Moreover, a nonlinear and complex relationship exists between the bond 
strength and its predictor parameters due to the inherent uncertainties 
related to steel bar type, corroding environment, concrete cover thick
ness, corrosion methods and levels, concrete and reinforcement prop
erties, and members’ geometry [14]. Therefore, it is vital to develop an 
accurate and reliable bond strength prediction model. 

Recently, machine learning (ML) models have shown to be promising 
in modeling different civil engineering problems [15-21]. Such models 
have the ability to establish the relationship between input and output 
variables without requiring prior knowledge of the governing physical 
or mathematical models. Consequently, different ML models have been 
investigated to evaluate the performance of RC elements [22–28]. 
However, few studies have evaluated the efficacy of ML algorithms for 
modeling the bond strength between steel and concrete [5,14,29,30]. 
Dahou et al. [31] constructed an ANN model to predict the bond 
strength of concrete using a dataset of 112 bond strength results, 
considering only two factors: steel bar diameter and concrete mix. 
Golafshani et al. [32] utilized ANN and fuzzy logic to predict the bond 
strength of spliced steel bars based on 179 spliced beam samples. Hoang 
et al. [5] employed the least squares support vector regression and dif
ferential flower pollination methods to construct a model for the bond 
strength under the effect of corrosion using a database of 218 test re
sults. However, these models neglect important factors such as concrete 
cover-to-bar diameter (cc/db) and bar diameter-to-bonded length (db/lb) 
ratios that have shown to have significant effects on the bond strength 
[13,33,34]. For instance, concrete cover has a direct relation with the 
reinforcing bars, especially in corrosive environments. With a higher 
concrete cover, more protection is provided for steel reinforcement 
against corrosion and thus less bar diameter degradation and better 
bond strength is achieved [2]. Nevertheless, to date, no study has 
examined the simultaneous effect of steel yield strength, compressive 
strength of concrete, reinforcement type, CL, cc/db ratio, db/lb ratio, and 
test type on the bond strength between concrete and reinforcement. 

Moreover, previous studies primarily focused on developing ML 
models without addressing their practical application. Therefore, this 
study aims to develop an accurate and reliable ML-based predictive 
model for the bond strength between concrete and corroded steel rein
forcement. The study also aims to establish a user-friendly predictive 
software tool for the practical implementation of the developed ML 
model. To accomplish this, a database of 249 experimental results on 
bond strength of concrete with corroded reinforcement was compiled 
from previous studies [9,12,13,35,36–43]. The dataset was then 
pre-processed and randomly split into training (80%) and test (20%) 
sets. Different ML models, ranging from rather simple (classification and 
regression tree (CART), kernel ridge regression (KRR), support vector 

regression (SVR), k-nearest neighbors (kNN)) to advanced complex ones 
(adaptive boosting (ADB), gradient boosting tree (GBT), extreme 
gradient boosting (xgBoost)), are trained on the training dataset and 
evaluated using the test dataset with the aim of developing an accurate 
and efficient predictive model. Apart from these models, the current 
study developed a novel advanced super-learner model with the aim to 
develop an accurate and reliable predictive model. Three predictive 
models are integrated in a super-learner model to improve their efficacy 
in predicting bond strength. The accuracy of the proposed SL model was 
then evaluated by comparing its predictive capability with the existing 
bond strength models. Additionally, a unified model-agnostic frame
work known as the SHapley Additive exPlanation (SHAP) technique was 
utilized for the first time, to explain the bond strength predictions of the 
ML model and to rank the input features based on their importance in 
predicting bond strength. Finally, a graphical user interface (GUI) based, 
user-friendly, and efficient software tool is developed for the practical 
application of the developed SL model. 

2. Existing analytical models 

To evaluate the practicality and reliability of the proposed model, its 
predictive performance was investigated against the existing analytical 
models of Cabrera [11], Chung et al. [12], and Stanish et al. [44]. The 
details of the analytical models are presented in the following 
subsections. 

2.1. Cabrera [11] model 

As per Cabrera [11], the bond strength of normal and fly ash concrete 
can be calculated by Eqs. (1) and (2), respectively: 

τu = 23.478 − 1.313CL (1)  

τuf = 26.133 − 1.341CL (2)  

where τu and τuf are the bond strength of normal and fly ash concrete, 
respectively. 

It can be seen that in both types of concrete, the proposed equations 
of Cabrera [11] are a function of the corrosion level only, utilizing a 
simple linear functions. 

2.2. Chung et al. [12] model 

The bond strength predictive equation of Chung et al. [12] considers 
two scenarios for the CL, as presented in Eq. (3): 

τu =

{
16.87, for CL ≤ 2%

24.7CL
− 0.55, for CL > 2% (3) 

Similar to Cabrera [11], the prediction model of Chung et al. [12] 
depends only on the corrosion level of steel, but this time the relation
ship is not linear for CL> 2%. 

Table 1 
Descriptive statistics of the input parameters.  

Factors Mean Standard deviation Minimum 
Quartiles 

Maximum 
First Second Third 

fc (MPa) 32.38  10.20  22.13  23.00  30.00  34.00  52.10 
fy (MPa) 448  63  290  389  458  500  606 
CL (%) 4.39  4.12  0.10  1.40  3.30  5.56  18.75 
cc/db 3.10  1.66  0.78  1.90  3.00  4.18  5.90 
db/lb 0.20  0.06  0.04  0.15  0.17  0.28  0.28 
Reinforcement type Deformed bars, smooth bars 
Test type Beam specimen, pull-out specimen  
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2.3. Stanish et al. [44] model 

Unlike the previous two models, Stanish et al. [44] introduced the 
effect of concrete compressive strength in addition to the steel corrosion 
level in determining the bond strength. Accordingly, the bond strength 
of concrete can be estimated using the analytical formula of Stanish et al. 
[44] as per Eq. (4): 

τu = (0.77 − 0.027CL)

̅̅̅̅

f ′
c

√

(4)  

3. Description of the database and input parameters 

A comprehensive dataset comprising 249 experimental results per
taining to the bond behavior between concrete and corroded steel bars 
was compiled from 12 studies found in the literature [9,12,13,35, 
36–43]. The dataset comprised seven input parameters: (i) corrosion 
level, (ii) steel yield strength, (iii) compressive strength of concrete, (iv) 
cc/db ratio, (v) db/lb ratio, (vi) reinforcement type, and (vii) test type 
(pull-out and beam). A statistical summary of the input parameters is 
provided in Table 1. The compiled database comprised both numerical 
and categorical input variables. The reinforcement and test type were 

categorical variables, whereas the rest were numerical variables. Both 
deformed and smooth bars have been considered in the database. 
Moreover, two test types were investigated; namely, beam and pull-out 
specimens, as illustrated in Fig. 1. The significance of adding this 
parameter is to cover the available two mechanisms in evaluating the 
bond strength of concrete, which yield different responses. The speci
mens in the database were corroded using the electrochemical system. A 
schematic of the electrochemical corrosion setup is presented in Fig. 2. 
In all tests, anode, cathode, sodium chloride solution, and power supply 
were present to accelerate the corrosion process. 

4. Description of ML models 

To develop powerful and efficient ML-based bond strength predictive 
models, it is important to explore various ML algorithms, starting from 
the simplest one and moving on to more complex and advanced ML 
models. Therefore, eight different ML algorithms have been investigated 
in the present study, including CART, KRR, SVR, kNN, ADB, GBT, 
xgBoost, and super learner models. The first four models are single 
models that are easier to explain and interpret, while ADB, GBT, and 
xgBoost are ensemble models that integrate several CARTs in series to 

Fig. 1. Test types: (a) pull-out and (b) beam.  

Fig. 2. A schematic of the corrosion setup.  
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develop a stronger model. Super learner further improves the efficacy of 
the ML models by integrating different ML learners. A brief description 
of each ML model is provided in the following subsections. 

4.1. Single models 

As discussed earlier, four single models are considered in this study. 
The details of the models are as follows: 

4.1.1. K-nearest neighbor 
K-nearest neighbor often abbreviated as kNN, is a non-parametric 

supervised learning algorithm that can be used for both classification 
and regression problems. As its name implies, kNN uses proximity to 

make predictions. Given training samples 
{(

xj, yj

)} n

j=1 
with n num

ber of samples, kNN determines a predefined number of training sam
ples that are nearest in distance to the query point x. The prediction of 
bond strength at the query point is then determined as the weighted 
mean of the bond strength for the K training samples that are closest to x. 
The neighbor size K should be optimized to obtain the best predictive 
kNN model. 

4.1.2. Kernel ridge regression 
Kernel ridge regression, or KRR for short, utilizes kernel technique 

and regularization to make predictions. It combines ridge regression 
with kernel trick to mitigate the drawbacks of the popular least square 
method. Nonlinear kernel functions are used to transform nonlinear 
regression in the original space into a linearly separable space in a 
higher dimensional space. The commonly used nonlinear kernel func
tions include polynomial, radial basis function (RBF), and sigmoid 
(hyperbolic tangent) kernel functions [45]. 

4.1.3. Support vector regression 
Support vector regression is a supervised ML model in which a 

unique prediction is obtained based on structural risk optimization, 
which can be used to solve multidimensional nonlinear problems with 
medium or small training datasets. Similar to KRR, SVR uses kernel 
function to map the original sample space into a higher dimensional 
space where they can be linearly separable. Given the training set 
{(

xj, yj

)} n

j=1 
with n number of samples, where xjϵRM is the input 

vector, yjϵR is the response variable, and M is the dimension of the input 
vector, the final solution of SVR can be given by Eq. (5) in terms of the 
kernel function, K(xi, x), regularization parameter, C, and bias b. 

f (x) =
∑

iϵSV

(
αi − α∗

i

)
K(xi, x) + b (5) 

Here, αi, α′
iϵ[0,C] are Lagrange multipliers of the lower and upper 

support vectors (SV), which are subsets of the training samples. 

4.1.4. Classification and regression tree 
Classification and regression tree is a supervised learning algorithm 

that mimics the tree structure with random numbers of nodes and 
branches. CART is composed of a root node, which represents the most 
important factor, internal nodes that correspond to the characteristics of 
the training dataset, and the terminal (leaf) node that denotes the pre
dicted response variable (bond strength in this study). The key hyper
parameters in CART are maximum depth of the tree, minimum number 
of samples required to be at a terminal node, number of input features, 
and minimum number of samples required to split an internal node. The 
CART model is simple to visualize, understand, and interpret. However, 
a single tree can be unstable and can suffer from the problem of over
fitting. As a result, several CART models can be combined in an 
ensemble model to overcome the problem of the single CART model and 
enhance its efficiency. 

4.2. Boosting ensemble models 

Boosting ensemble models are one of the most effective ML models 
that can be used for both regression and classification problems. 
Boosting ensemble models combine a set of base learners (a.k.a. weak 
learners) sequentially and integrate their results to reduce the overall 
error and ultimately form a strong and efficient ensemble model. 
Particularly, a new base learner is added to the boosting ensemble model 
at each iteration during the learning process, up to a specified limit. 
Adaptive boosting, gradient boosting tree, and xgBoost are three popular 
types of boosting ensemble models. Herein, a CART model is employed 
as the base learner for all the boosting ensemble models. 

4.2.1. Adaptive boosting 
Adaptive boosting is the first boosting ensemble model that com

bines weak learners in sequence by assigning different weights to the 
data that will be used in the next weak learner [46]. Given 
{(

xj, yi
) } n

j=1 training dataset, in the first iteration, ADB assigns the 

same weight (
{
wj

(1) = 1/n
}
) to all the training data. In the subsequent 

iteration(s), the weight distribution is modified to provide more focus to 
the incorrectly predicted instance by assigning lesser weights to the 
accurately predicted instances and higher weights to erroneous predic
tion instances. The weight of the training samples at iteration i+1 is 
determined as follows: 

wj
(i+1) =

wj
(i)βi

1− Lj
(i)

∑n

j=1
wj

(i)βi
1− Lj

(i)
(6)  

βj =
L(i)

1 − L(i)
(7)  

where L(i) =
∑n

j=1Lj
(i)wj

(i) is the average loss of weak estimator Ei(X) and 
Lj

(i) is the loss function, which can be a linear, square, or exponential. 
The key hyperparameter of ADB including the number of estimators 

(CART), learning rate, maximum depth of the base learner, and the 
number of features for the base learner are optimized in this study to 
obtain the best predictive ADB model. 

4.2.2. Gradient boosting tree 
The gradient boosting algorithm is based on the principle that each 

base model learns from the residuals of the previous base learner(s). It 
allows the optimization of arbitrary differentiable loss functions. In each 
iteration, it fits the basic learner (CART in this study) on the negative 
gradient of the given loss function. Letting 

{(
xj, yi

) } n
j=1 represent a set 

of the training data samples, the general algorithm for GBT with T 
number of estimators can be summarized as follows:  

(a) Fit CART estimator E0.  
(b) For i in [1, T]:  

• Determine the loss in ith iteration, Li.  

• Compute the negative gradient: gi = −

[
∂Li(Yj ,Ei(Xj) )

∂Ei(Xj)

]

.  

• Fit a new CART Hi on 
(
X, gi).  

• Determine the multiplier ρi, where ρi =

argmin
γ

∑

j
L
(
Yj,Ei− 1( Xj

)
+ρHi( Xj

) )
.  

• Update the model: Ei(X) = Ei− 1(X) + ρiHi(X).  

(c) Output the final model, ET(X). 

The key hyperparameters of GBT are the number of estimators 
(CARTs), maximum depth of CART, learning rate, and maximum 
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number of input features. 

4.2.3. Extreme gradient boosting 
Extreme gradient boosting is a widely recognized advanced ML al

gorithm that was developed as an enhanced version of the gradient 
boosting algorithm [47]. Despite its efficiency relative to other boosting 
ensemble models, xgBoost is difficult to understand and interpret. Like 
the gradient boosting algorithm, multiple base learners are integrated 
sequentially to form a strong model; however, it uses a more generalized 
formulation to control model complexity and overfitting. A technique 
referred to as regularization is introduced in xgBoost to mitigate over
fitting, which is one of its main advantages over other boosting algo
rithms. The objective of xgBoost is to minimize the loss function under 
the condition of minimum complexity of the model. As a result, the 
objective function, L(φ) in xgBoost is composed of the loss function and 
regularization term, which penalizes model complexity, as shown below 
[47]: 

L(φ) =
∑

j
l
(
yj, ŷj

)
+
∑

i
Ω(fi) (8)  

Ω(fi) = γK +
1
2

λ
∑K

i=1
w2

i (9)  

where l is the loss function, which is used to determine the difference 
between the actual (yj) and predicted values (ŷj) of the bond strength, γ 
is the minimum required loss reduction for splitting a new leaf node, K is 
the number of leaves, wj is leave scores, and λ is the penalty coefficient. 

4.3. Super learner model 

Super learner (SL) determines an optimal prediction of the bond 
strength by calculating a weighted combination of the predicted bond 
strength from an ensemble of candidate models [48]. The proposed SL 
algorithm in this study combines three models; namely, CART, GBT, and 
xgBoost, as will be discussed in Section 6. The developed model ensures 
the best combination of the candidate models to produce an efficient 
model. The weights of the three models are determined using 10-fold 
cross-validation. Fig. 3 summarizes the learning process in the SL al
gorithm. In the first step, the original training sample is split into 10 
folds. The three models are then evaluated using the 10-fold 
cross-validation and a matrix Z is constructed using out-of-fold pre
dictions. Finally, a meta-model (linear SVR in this study) fitted on (Z, Y) 
is used to predict the bond strength, as shown in Fig. 3. 

5. Optimization and evaluations of the models 

Hyperparameter optimization or tuning is an important step in 
developing machine learning-based models. In this study, grid search is 
used in conjunction with 10-fold cross-validation in order to optimize 
the hyperparameters of all ML models. Grid search is an optimization 
technique that exhaustively searches through a specified subset of the 
hyperparameter space. The 10-fold cross-validation randomly splits the 
training data into 10 disjoint groups of equal size, then traverses the 10 
groups in turn, each time using the current group for model validation, 
and all the remaining groups for model training. Finally, the mean of the 
performance from the ten validation sets is used as the performance of 
the cross-validated model. In this study, root mean squared error 
(RMSE) is used as the performance index for selecting the optimal 
model. The performance of the optimal models is further analyzed and 
compared using seven statistical evaluation metrics: coefficient of 
determination (R2), RMSE, mean absolute percentage error (MAPE), 
relative root mean squared error (RRMSE), mean absolute error (MAE), 
Kling Gupta efficiency (KGE), and agreement index (IA). Utilizing a 
diverse set of performance metrics ensures a thorough and detailed 
evaluation of the models. The coefficient of determination gauges how 
well actual values are replicated by the model, explaining the variance 
in the response variable. The RMSE quantifies the model’s prediction 
error, providing a sense of accuracy, while MAPE offers insights into the 
model’s accuracy as a percentage, making it easier to interpret in 
practical scenarios. The RRMSE standardizes the RMSE, enabling com
parisons across different datasets or models. The MAE gives an average 

Fig. 3. Proposed super learner model.  

Table 2 
Statistical evaluation metrics.  

Evaluation metric Formulation 
Perfect match 
value 

Mean absolute error MAE =
1
N
∑N

i=1

⃒
⃒yi − ŷi

⃒
⃒ MAE = 0 

Mean absolute percent 
error MAPE =

1
N
∑N

i=1

⃒
⃒
⃒
⃒
yi − ŷi

yi

⃒
⃒
⃒
⃒

MAPE = 0 

Root mean squared error RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑N
i=1

(
yi − ŷi

)2
√

RMSE = 0 

Relative root mean 
squared error RRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑N
i=1

(
yi − ŷi

)2
√

RRMSE = 0 

Coefficient of 
determination R2 = 1 −

∑N
i=1

(
yi − ŷi

)2

∑N
i=1

(
yi − y

)2 
R2 = 1 

Agreement index IA = 1 −

∑n
i=1

(
yi − ŷi

)2

∑n
i=1

( ⃒
⃒yi − y

⃒
⃒+

⃒
⃒ŷi − y

⃒
⃒
)2 

IA = 1 

Kling-Gupta efficiency 
KGE = 1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+ (α − 1)2 + (β − 1)2

√ KGE = 1  
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magnitude of errors between predicted and observed values, without 
considering direction. KGE captures the simultaneous correlation, bias, 
and variability between observed and simulated values. Finally, IA as
sesses the degree to which predicted values match observed ones, 
serving as a measure of model accuracy. Table 2 presents the formula
tions of the seven performance evaluation metrics, where yi and ŷi are 
observed response value and its corresponding predicted value, 
respectively, r is the linear correlation between yi and ŷi , α is a measure 
of variability, and β is the bias. It should be noted that in this work, the 
R2 which is calculated using the formula shown in Table 2 is not equal to 
the square of the Pearson correlation coefficient. For details on the 
difference between the two, the interested reader is referred to [49]. 

Table 3 
Optimized hyperparameters of the models.  

ML model 
type 

Hyperparameters and Their Optimized Values 

KNN Leaf size: 2; Number of neighbors (k): 2 
KRR Kernel type: radial basis function; Alpha: 0.014 
SVR C: 162; Epsilon: 0.003; Kernel type: radial basis function 

CART 
Maximum tree depth: 8; Maximum number of features: 5; Minimum 
samples split: 3 

ADB Base learner: CART; maximum depth of base learner: 9; Maximum 
features: 3; Number of base learners: 38; Learning rate: 0.2 

GBT 
Number of base learners: 115; Maximum depth: 7; Learning rate: 
0.15; Subsample: 0.4; Maximum features: 3 

xgBoost 
Number of base learners: 255; Maximum depth: 13; Learning rate: 
0.25; Subsample: 0.3; Column sample by level: 0.9; Column sample 
by node: 0.9; Column sample by tree: 1.0  

Fig. 4. Comparison of predicted and actual bond strength.  
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6. Results and discussion 

6.1. ML model predictions 

This section evaluates and compares the prediction capabilities of 

optimized ML models. Table 3 summarizes the optimized hyper
parameters for each model except SL, while the SL model integrates the 
optimized CART, GBT, and xgBoost to make predictions. The scatter 
plots in Fig. 4 show a comparison between the experimental ultimate 
bond strength (τex) and its predicted counterpart (τpr) using the 

Table 4 
Performance measures of the ML models.  

Performance index kNN KRR SVR CART ADB GBT xgBoost SL 

Train Set 

MAE (MPa)  0.97  2.70  1.92  0.68  0.31  0.23  0.12  0.16 
MAPE (%)  15.1  47.4  33.3  11.6  6.17  3.26  1.46  2.08 
RMSE (MPa)  1.42  3.58  2.82  1.01  0.58  0.39  0.32  0.33 
RRMSE (MPa)  0.15  0.38  0.30  0.11  0.06  0.04  0.03  0.04 
R2 (%)  94.1  62.2  76.6  97.0  99.0  99.6  99.7  99.7 
IA (%)  98.5  86.0  92.3  99.2  99.8  99.9  99.9  99.9 
KGE (%)  95.5  63.3  76.0  97.9  98.3  99.1  99.4  99.6 

Test Set 

MAE (MPa)  1.63  3.08  2.40  1.45  1.08  0.83  0.77  0.71 
MAPE (%)  26.8  41.4  33.4  23.8  18.6  13.1  11.1  10.2 
RMSE (MPa)  2.20  3.85  3.28  2.10  1.62  1.10  0.99  0.96 
RRMSE (MPa)  0.23  0.41  0.35  0.22  0.17  0.12  0.10  0.10 
R2 (%)  89.5  67.9  76.7  90.5  94.3  97.4  97.9  98.0 
IA (%)  97.1  87.7  92.0  97.4  98.5  99.3  99.5  99.5 
KGE (%)  88.4  63.1  72.8  90.7  94.5  97.9  97.7  98.0  

Fig. 5. Performance of single models in predicting bond strength.  

Fig. 6. Performance of ensemble and SL models in predicting bond strength.  
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optimized ML models. An equity line with ± 20% error bounds is also 
provided in each scatter plot to visualize the accuracy and distribution of 
the data points. It can be seen from the results that the single models 
have noticeably lower prediction accuracy compared to the ensemble 
models, evidenced by the models’ R2 values and the scattered point 
distribution between the error bounds. For the single models, KRR 
exhibited the least accurate prediction ability with an R2 of 62.2% and 
67.9% on the training and test sets, respectively. Furthermore, CART 
predictions outperformed all single models with an R2 of 97% and 90.5% 
for the training and test sets, respectively. For the ensemble predictions, 
the results show a good agreement between τex and τpr in terms of R2, 
IA, and KGE. This could be exemplified as the majority of the predicted 
data by the ensemble models were within the ± 20% error bounds. It 
can also be noticed that the R2 on both the training and test datasets of 
all proposed ensemble models were greater than 94%, implying the 
effectiveness of the ensemble models in predicting the bond strength of 
concrete with corroded bars. The prediction accuracy of the models is 
further improved in the SL model, as evidenced by the highest R2

test of 
98%. 

Table 4, Fig. 5, and Fig. 6 further demonstrate the prediction capa
bilities of the models on both the training and test sets in terms of the 
eight statistical measures; particularly, MAE, MAPE, RMSE, RRMSE, R2, 
AI, and KGE. It can be seen that among the investigated models, KRR and 
SVR models reported the least predictive accuracy, attributable to their 
high error (MAE, MAPE, RMSE, and RRMSE) and low R2, AI, and KGE. 
Table 4 and Fig. 5 also reveal that the CART model had the highest 
prediction performance among the single models with RRMSE and KGE 
of 0.11 MPa and 97.9% on the training set and 0.22 MPa and 90.7% on 
the test set, respectively. On the other hand, all ensemble models yielded 
higher predictive accuracy than the single models, as listed in Table 4. 
That is because the ensemble algorithms integrate weak learners of in
dividual algorithms to produce an improved learner with better pre
dictive accuracy. Among the investigated ensemble models, the ADB 
model achieved the lowest R2 on the test set (94.3%), as listed in Table 4. 
Furthermore, it was found that the SL model outperformed all ensemble 
models on the test set. For example, the SL model had R2 and RMSE of 
98% and 0.96 MPa, while ADB, GBT, had xgBoost showed R2 and RMSE 
of 94.3% and 1.62 MPa, 97.4% and 1.10 MPa, and 97.9% and 0.99 MPa, 
respectively. The accuracy of the SL model relative to other ensemble 
models in terms of the statistical performance measures can also be 
observed in Fig. 6. 

6.2. Model interpretations 

Despite the effectiveness of the proposed model in predicting the 

bond strength of concrete under corrosive conditions, the high 
complexity of the model makes it a black box and therefore makes the 
interpretation of its output difficult, which in turn, limits the utilization 
of the models in practical applications. Several methods have been 
employed in the literature to help interpret the outputs of complex ML 
models; one of which is the SHAP, which has been recently established 
by Lundberg and Lee [50]. The SHAP technique was developed based on 
a game theory. In this approach, an important factor or SHAP value is 
computed for each input factor, and the comparison is made by 
analyzing the model with and without this factor. Moreover, the SHAP 
values can be used to prioritize the factors in descending order based on 
their effect on the response, of which the highest SHAP values are 
assigned for the most significant factor and vice versa. However, to the 
best of the authors’ knowledge, there has been no previous research on 
the interpretability and effectiveness of ML models for predicting the 
bond strength of concrete with corroded bars. Therefore, this study used 
the SHAP approach to explain the predictions of the bond strength and 
rank the input features based on their impact on the bond strength. 

Fig. 7 illustrates the SHAP summary plot, where the input factors are 
presented on the y-axis in descending order according to their contri
bution to the bond strength, the most significant factor being placed at 
the top. The influence of the factors on the model’s output is presented 
on the x-axis in terms of the SHAP values. The SHAP values are classified 
into colored points according to the effect of the factors on the model in 
Fig. 7(a). Each point represents the effect of a particular factor on an 
observation from the entire database, where blue represents low factor 
values and reddish pink represents high factor values (Fig. 7(a)). In 
addition, the average of absolute SHAP values of each factor is presented 
in Fig. 7(b) to demonstrate the global importance of the factors on the 
bond strength of concrete. In Fig. 7(b), the average absolute SHAP 
values are plotted on the x-axis and the importance of each factor on the 
bond strength of concrete is shown on the y-axis. The direction and 
degree of each factor can also be revealed from the same figure, in which 
factors in blue cause a reduction in the bond strength (negative effect), 
while those shown in red increase the bond strength of concrete (posi
tive effect). Moreover, bars with higher lengths indicate a higher effect 
on the bond strength. It can be seen from Fig. 7(b) that the CL is the most 
influential factor on the bond strength between concrete and steel bars 
under corrosive conditions, followed by concrete compressive strength, 
db/lb, cc/db, steel yield strength, test type, and reinforcement type (RT). 
It can also be observed that all factors except the CL have positive effects 
on the bond strength of concrete, which means the increase in all factors 
except CL increases the bond strength, while the increase in CL reduces 
the bond strength. Moreover, it can be noticed that deformed steel bars 
and beam specimens have higher bond strength compared to plain 

Fig. 7. Summary plot for elucidating the global feature influences of the input features (a) and global importance of the input features (b).  
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reinforcement and pull-out specimens. 

6.3. Comparison with existing analytical models 

As presented above, the most accurate prediction of the bond 
strength between concrete and corroded steel reinforcement was ob
tained by the SL model. Hence, to evaluate the feasibility and efficacy of 
this model in practical applications, the prediction performance of the 
proposed SL model was further assessed against the existing analytical 
formulations, which are provided in Section 2. As previously discussed, 
the model of Cabrera [11] was established for fly ash concrete. In 
addition, the predictive model of Chung et al. [12] was developed based 
on the CL. When the CL is 2% or less, Chung et al. [12] assumed a con
stant bond strength of 16.87 MPa, whereas when the CLis higher than 
2%, the bond strength could be estimated as 24.7CL

− 0.55. Furthermore, 

Stanish et al. [44] model is based on compressive strength and CL. The 
experimental bond strength versus the predicted bond strength based on 
the current analytical models is demonstrated in Fig. 8. Throughout the 
discussion, Models 1, 2, and 3 refer to Cabrera [11], Chung et al. [12], 
and Stanish et al. [44] models, respectively. As can be seen in Fig. 8, 
most of the predictions were significantly overestimated by Model 1, 
implying that Model 1 is unsafe for predicting the bond strength of 
concrete with steel reinforcement under corrosive conditions. The in
accuracy of the model’s prediction could be due to the incorporation 
effect of fly ash, which impedes the chloride movement and, in turn, 
prevents the loss of the bond strength due to corrosion [11]. Moreover, 
this model fails to consider other important factors that influence the 
bond strength such as steel yield strength, compressive strength of 
concrete, reinforcement type, cc/db ratio, db/lb ratio, and test type. 
Similarly, inconsistent predictions were observed in Model 2, as 

Fig. 8. Experimental versus predicted bond strength based on existing models.  

Fig. 9. Comparisons of bond strength predictions using the proposed and existing models with ± 20% error bounds.  
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significant proportions of the predictions were either overestimated or 
underestimated. The unsatisfactory predictions of Model 2 stem from its 
assumption of a constant bond strength of 16.87 MPa for specimens with 
CLof 2% or less in addition to the failure to consider important factors. 
This assumed bond strength contradicts the compiled experimental re
sults, where a number of specimens included in the database showed 
bond strength lower than 16.87 MPa. Consequently, Model 2 tends to 
overestimate most of its predictions. In addition, the predictions of the 
bond strength by Model 3 were mostly over-conservative, despite the 
fact that the model accounts for the concrete compressive strength and 
CL. It is worth mentioning that all models failed to consider important 
factors that influence the bond strength of concrete in corrosive envi
ronments. Particularly, Model 1 and Model 2 failed to consider impor
tant factors such as steel yield strength, compressive strength of 
concrete, reinforcement type, cc/db ratio, db/lb ratio, and test type, 
while Model 3 failed to consider the effect of steel yield strength, rein
forcement type, cc/db ratio, db/lb ratio, and test type. 

Fig. 9 shows the variations between the predictive performance of 
the proposed SL model and the analytical models. As can be observed in 
the figure, the SL model was less scattered and almost all predictions 
were bounded within the ± 20% error margin, whereas the predictions 
achieved by the existing analytical models were highly overestimated or 
underestimated. The accuracy of the proposed SL model against the 
existing analytical models was also statistically analyzed in terms of the 
MAE, MAPE, RMSE, and mean and standard deviation (STD) of τpr/τex 

ratio, as shown in Table 5 and Fig. 10. The proposed SL model decreased 
the RMSE by 95%, 91%, and 94% compared to Models 1, 2, and 3, 
respectively (Table 5). In addition, it had the lowest MAE and MAPE 
compared to the existing models (Fig. 10), and hence the proposed SL 
model appeared to be a mere line on the radar plot compared to the 
analytical models. The four models showed an average τpr/τex ratios of 
2.59 with STD of 1.97 for Model 1, 1.85 with STD of 1.25 for Model 2, 
0.55 with STD of 0.39 for Model 3, and 1.01 with STD of 0.078 for the 
proposed model, as listed Table 5. This observation confirms that the 
proposed model has the most accurate and consistent predictions with 
an average ratio of 1.01 and the least STD of 0.078 (Table 5). 

6.4. Super learner-based practical bond strength prediction GUI tool 

As discussed earlier, the proposed SL model showed great potential 
in predicting the bond strength of concrete with corroded bars. How
ever, it is important to develop a user-friendly tool for the practical 
application of the developed model. Consequently, a graphical user 
interface (GUI) of the proposed super leaner model is developed in Py
thon for its practical use, as shown in Fig. 11. The developed GUI tool 
can be accessed at https://github.com/twakjira/GUI-prediction-tool- 
bond-strength-. The range of applicability of the proposed model is 
shown in Fig. 11. The categorical input variables (i.e., test and rein
forcement types) are converted to numerical values in using the devel
oped GUI tool. Values 1 and 2 are used for smooth and deformed bars, 
respectively; while values 0 and 1 are used for pull-out specimen and 
beam specimen, respectively, as shown in Fig. 11. The established GUI 
tool is used to predict the bond strength of concrete with corroded steel 
of Specimen B10–05 tested by [43]. As shown in Fig. 11, the predicted 
bond strength is 17.93 MPa, which strongly agrees with the corre
sponding experimental value (τex = 17.90 MPa [43]). 

7. Conclusions 

The bond strength between concrete and reinforcement is vital for 
the composite action and serviceability of RC structures, yet it is notably 
susceptible to degradation from reinforcement bar corrosion, particu
larly in marine environments. Therefore, an accurate and reliable model 

Table 5 
Performance of different bond strength models.  

Model 
MAE 
(MPa) 

MAPE 
(%) 

RMSE 
(MPa) 

Mean 
of 
τpr/τex 

STD 
of 
τpr/τex 

Cabrera[11] Model- 
1  

9.31  166  10.40  2.59  1.97 

Chung et al. 
[12] 

Model- 
2  5.11  92.67  6.17  1.85  1.25 

Stanish 
et al.[44] 

Model- 
3  

5.98  54.44  8.12  0.55  0.39 

Proposed SL  0.27  3.72  0.52  1.01  0.078  

Fig. 10. Performance comparison of proposed and existing models on the complete dataset.  
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for assessing bond strength in corrosive settings is essential to accurately 
evaluate the serviceability and structural integrity of corroded RC 
structures. To this end, this study developed explainable ML models for 
accurately predicting the bond strength of concrete and corroded rein
forcement. A total of eight ML predictive models were developed using a 
comprehensive database of 249 experiments to evaluate the bond 
strength between concrete and corroded steel bars. A total of seven 
factors were considered, namely CL, steel yield strength, compressive 
strength of concrete, cc/db, db/lb, reinforcement type, and test type. 
Moreover, the predictive accuracy of the proposed SL model was eval
uated against existing analytical models. The SHAP technique was also 
employed to rank the input parameters and explain their impact on the 
bond strength of concrete and corroded reinforcement. The main con
clusions of the study can be summarized below:  

1. The least accurate predictive single model, KRR, was associated with 
an R2 of 67.9% on the test sets. The CART model had the highest 
accurate predictions among the single models with an R2, RRMSE, 
and KGE of 97%, 0.22 MPa, and 90.5% on the test set, respectively.  

2. The ensemble of CART in boosting models, ADB, GBT, xgBoost, 
improved the accuracy of the single models. The R2 of all ensemble 
models were greater than 94%, indicating the benefits of ensemble 
models. Moreover, the SL model further improved the prediction 
accuracy of the models by integrating the predictions from the CART, 
GBT, and xgBoost. 

3. A comparison between the proposed super learner model and exist
ing analytical models showed that the SL model had the most accu
rate and reliable prediction of the bond strength with an average 
τpr/τex ratio 1.01 with a standard deviation of 0.078.  

4. According to SHAP analysis results, CL is the most influential factor 
on the bond strength, followed by concrete compressive strength, db/ 
lb, cc/db, steel yield strength, test type, and reinforcement type. 
Moreover, the CL showed a negative effect, whilst other parameters 
showed positive effects. Thus, an increase in all factors except CL 
increases the bond strength.  

5. A user-friendly GUI tool was also developed based on the proposed 
SL model, which facilitates practical implementation and accurate 
prediction of bond strength between concrete and steel reinforce
ment in corrosive environments. 

Fig. 11. GUI tool of the proposed super learner and bond strength prediction for Specimen B10–05 of Ref. [43].  
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In summary, this study demonstrated the effectiveness of using ML 
models to predict the bond strength of concrete and corroded rein
forcement bars. However, the applicability of the developed model as 
well as the resulting GUI tool are limited to the range of the factors 
considered during model development. For instance, the compressive 
strength of concrete, yield strength of steel, and corrosion level are 
limited to the respective values of 52.10 MPa, 606 MPa, and 18.75%. 
Therefore, future studies are recommended to perform further experi
mental tests to widen the data in the literature and cover specimens with 
high and ultra-high-performance concrete, high-strength steel rein
forcement, and higher corrosion levels. Future research is also recom
mended to investigate the bond failure mode of concrete with corroded 
reinforcement. 
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