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Abstract: The rapid momentum of the technology progress in the recent years has led to a tremendous rise in the use of biometric
authentication systems. The objective of this research is to investigate the problem of identifying a speaker from its voice
regardless of the content. In this study, the authors designed and implemented a novel text-independent multimodal speaker
identification system based on wavelet analysis and neural networks. Wavelet analysis comprises discrete wavelet transform,
wavelet packet transform, wavelet sub-band coding and Mel-frequency cepstral coefficients (MFCCs). The learning module
comprises general regressive, probabilistic and radial basis function neural networks, forming decisions through a majority
voting scheme. The system was found to be competitive and it improved the identification rate by 15% as compared with the
classical MFCC. In addition, it reduced the identification time by 40% as compared with the back-propagation neural
network, Gaussian mixture model and principal component analysis. Performance tests conducted using the GRID database
corpora have shown that this approach has faster identification time and greater accuracy compared with traditional

approaches, and it is applicable to real-time, text-independent speaker identification systems.

1 Introduction

The task of speaker recognition can comprise speaker
identification (i.e. identifying the current speaker) or
speaker verification (i.e. verifying whether the speaker is
who he claims to be) [1]. There are two types of speaker
identification: text-dependent (the speaker is given a
specific set of words to be uttered) and text-independent
(the speaker is identified regardless of the words spoken)
[2]. This paper proposes a novel approach towards building
a text-independent speaker identification system (SIS).

A digital speech signal in its crudest form comprises
frequency values sampled at consistent time intervals. It
must be pre-processed to extract feature vectors that
represent unique information for a particular speaker
irrespective of the speech content. A learning algorithm
generalises these feature vectors for various speakers during
training and verifies the speaker’s identity using a test
signal during the test phase. In practice, no two digital
signals are the same even for the same speaker and the
same set of words. The amplitude and pitch in a speaker’s
voice can vary from one recording session to another.
Environmental noise, the recording equipment, the speed at
which the speaker speaks and the speaker’s various
psychological and physical states increase the complexity of
this task. Text-independent speaker identification allows the
speaker to speak any set of words during a test. For such
versatile systems, there is a need for a general feature
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extraction strategy to extract text-independent features from
a speech signal.

The classical Mel-frequency cepstral coefficients (MFCC)
method is likely the most popular feature extraction strategy
used to date. This method is utilised herein for comparison
with wavelet analysis. Linear predictive coding (LPC) has
immensely aided text-dependent identification tasks [3].
Both MFCC and LPC use a global approach for speech
analysis and are, therefore, susceptible to additive noise in
the speech [4]. In this paper, we employed MFCC for
comparison and relied heavily on wavelet-analysis strategies
for feature extraction.

There are essentially two broad categories for methods to
develop learning algorithms based on extracted speech
features: generative and discriminative models. Generative
methods are widely used and include stochastic models
such as the hidden Markov model (HMM) [5], the Gaussian
mixture model (GMM) [6] and template-based models (e.g.
vector quantisation) [7]. The goal of a generative model is
to symbolise the distribution space of the stored data
generated from a particular class. This training process
ignores competing data and considers only related data. In
contrast, discriminative models shape the discriminative
areas of a distribution. The primary purpose of this method
is to reduce classification errors in the stored data as much
as possible. Unlike generative models, data from all
competing classes are also considered. Major discriminative
models include polynomial classifiers [8], the support
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vector machine [9], the multilayer perceptron and artificial
neural network (ANN) [10] methods, such as the general
regressive NN (GRNN) [11], probabilistic NN (PNN) and
radial basis function NN (RBF-NN) models [12].

To date, no single biometric system has been developed
that can claim to identify or verify a speaker in all varieties
of environments. Accurate classification of a speaker is a
challenge when inter-class differences exceed intra-class
differences, which primarily arise from a text-independent
approach or noisy data. In an attempt to resolve this
problem, two or more biometric techniques can be
combined in a single system to improve the effectiveness of
identification. This information fusion can be generated at
different levels for multimodal biometrics. Information
fusion is information that is merged from disparate sources
with different conceptual, contextual and typographical
expressions. In multimodal biometrics, this is possible at
the sensor, feature, score or decision levels [13, 14]. In
sensor-level fusion, the core data from multiple sensors are
combined for each modality which reduces classification
error. In feature-level fusion, the speaker information
received from multiple sources undergoes a feature
extraction step, and this information is fused logically. In
score-level fusion, a score is assigned to each individual
biometric system, and these scores are used to make
decisions for the final classification. In decision-level
schemes, the final decision to accept or reject an individual
system is generated via a voting procedure (e.g. majority,
AND, OR etc.). Many researchers, like Nefian et al. [15],
tend to lean towards the early fusion approaches for
audio-visual speech recognition. A speaker verification
system based on audio-visual hybrid fusion from a set of
features that are cross-modal was proposed in [16]. For a
personnel authentication system based on face and voice,
Chetty and Wagner [17] also developed a feature-level
fusion to check the liveness, and presented test results
performed on the VidTIMIT and UCBN databases.

The fusion performed in this paper involved the
decision-level scheme. Different wavelet feature extraction
techniques and decision-level schemes were investigated
using three popular classifiers for text-independent, open-set
speaker identification. The selected architectures were GRNN,
PNN and RBF-NN. These NNs are fast, reliable and efficient
for non-linear and complex data. Compared with
back-propagation NNs (BPNN), which require a long training
period, these networks are instantly trained and produce
immediate results when applied to a test signal. Combining
multiple ANNs enhances the generalisation capability and
increases the identification rate. It also reduces the false
accept rate (FAR) for a given false reject rate (FRR), and vice
versa [18]. This motivated us to develop a novel identification
system, namely the multimodal NN (MNN).

This paper is organised as follows. Section 2 describes
wavelet feature extraction methods and the basics of NN. In
Section 3, we introduce the proposed fusion system with a
detail justification of the feature extraction and NNs that
were chosen. Section 4 presents a comprehensive analysis
of the performance and test results for this scheme, and
finally Section 5 presents conclusions and recommendations
for future work.

2 Overview of system components

Wavelet and wavelet packet analysis have been proven as
effectual signal processing techniques for a variety of
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digital signal processing problems. They have also been
used in many different methods in feature extraction plans
designed for the task of speech or voice identification.

A speech signal contains a huge amount of data. For
example, a 1s speech signal consists of ~50000
floating-point values in a single linear vector. The
performance enhancement of a SIS requires a careful
selection of suitable features from the raw set available,
which is usually somewhat redundant. The most relevant
and significant information must be chosen from the
original feature space using an appropriate feature selection
scheme. The first block in the SIS is the feature extraction
block. In this phase, the rough audio signal is pre-processed
to extract only the distinguishing features for analysis from
the entire signal. The feature extraction techniques used are
discrete wavelet transform (DWT), wavelet packet transform
(WPT), wavelet sub-band coding (WSBC) and MFCC.
Section 2.1 presents a review of the basics of these
techniques.

NN are the most common approach to learning non-linear
or complex training spaces. NNs are vastly applied in
numerous data analysis and speaker identification schemes,
as well as classification tasks [19]. For an ANN, there is no
need to predict the transfer function between the input and
output ahead of time, and this is one of its greatest
advantages. In Section 2.2, we provide a comprehensive
description of different NNs in context of our proposed SIS.

2.1 Wavelet analysis and feature extraction

Wavelet transforms [20-22] have been studied
comprehensively in the recent times and widely utilised in
various areas of science and engineering. Under the class of
wavelet analysis, a mother wavelet is processed on dilation
and translation. Many signals of interest can be represented
with wavelet decompositions, in general. The fundamental
idea behind wavelets is to analyse a given signal according
to a scale [10]. The wavelet successively decomposes the
given signal into a set of smaller signals at multiple levels
and analyses each piece of the signal at different
frequencies with different resolutions. For instance, good
time resolution with poor frequency resolution at high
frequencies and high-frequency resolution with poor time
resolution at low frequencies are more suitable for samples
with  short-duration high-frequency components and
long-duration low-frequency components, respectively. The
window width is altered as the transform is computed for
each spectral component. Wavelets are well suited for
approximating data with sharp discontinuities. An example
of a signal in the wavelet domain and a short-time Fourier
transform is illustrated in Fig. 1.

Wavelets are a class of functions used to localise a given
function for both space and scaling. A family of wavelets
can be constructed from a function called a mother wavelet,
which is confined in a finite interval with a zero average. A
set of wavelets are formed from the mother wavelet by
translating and scaling the mother wavelet. The wavelet tree
and methodology that have been used for speaker or speech
recognition include the DWT, WPT and the Mel-scale and
sub-band coding algorithms WSBC, which were first
utilised for speaker identification in [23, 24]. The advantage
of WSBC is that it models the human auditory system and
thus decreases the number of parameters for the entire
WPT, which reduces the time required for speaker
identification.  Finally, the wavelet with irregular
decomposition algorithm, along with other wavelet
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Fig. 1 Wavelet decomposition of signal S into detailed and approximate components

analyses, were first tested and proposed in [23]. The primary
idea was to irregularly prune the decomposition tree generated
by WPT for enhanced accuracy. A feature extraction scheme
derived from the wavelet eigenfunction was proposed in [25],
and a text-independent SIS was proposed in [26] based on an
improved wavelet transform, which relies on the kernel
canonical correlation analysis. WPT, which is analogous to
DWT in some ways, obtains the speech signal using a
recursive binary tree and performs a form of recursive
decomposition. Instead of performing decomposition only
on approximations, it decomposes the details as well. WPT,
therefore, has a better feature representation than DWT
[25]. This is why WPT is used as part of our proposed
MNN as laid out in Sections 3 and 4.

GMM is extensively used for classification tasks in speaker
identification [1, 19]. It is a parametric learning model that
assumes that the process being modelled has the
characteristics of a Gaussian process whose parameters do
not change over time. This assumption is valid because a
signal can be assumed to be stationary over a Hamming
window. GMM tries to capture the underlying probability
distribution governing the instances presented during the
training phase. Given a test instance, the GMM tries to
estimate the maximum likelihood that the test instance has
been generated from a specific speaker’s GMM. The GMM
with the maximum value of likelihood owns the test
instance and is declared to belong to the respective speaker.
In this paper, we employ GMM for the classification task.

2.2 Neural networks

An NN consists of multiple perceptrons combined in multiple
layers beginning with the input layer, followed by one or
more hidden layers and ending at the output layer. Each
perceptron has an associated weight. These weights are
adjusted during training to map the training samples to the
known target concepts. At the end of training, a tuned
weight matrix is produced, which corresponds to a complex
function that maps the input to the output.

The most common NN types include BPNN and
feed-forward networks. The training input is passed through
the network a number of times to adjust the weights
accordingly. The iterative data training process requires
multiple passes through the network for correct training.
This requires a large amount of time before the network
converges to a fine-tuned weight matrix. Therefore ANNs
are notorious for long training times and over- or
under-fitting training data. The use of combined multiple
NNs is an excellent means to apply machine learning under
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high dimensionality or strict decision conditions [10, 27].
The combination of multiple NNs eliminates the poor
performance from over- or under-fitting the training data
with individual NNs wherein each network has a different
level of generalisation capability. The combination of
multiple NNs resolves the higher identification rate problem
but complicates the method by increasing the training time.
Below we briefly describe the architectures of some of the
NNs that we implemented as part of our proposed MNN.

The PNN has an input layer where the input vectors are
inserted (in this case, the audio feature vectors). The
network also includes one or more hidden layers with
multiple neurons that are connected through weighted paths.
Additionally, it includes one or more output neurons
depending on the number of different classes. PNN is a
statistical classifier network that applies the maximum a
posteriori hypothesis to classify a test pattern X as Class C
if the following applies

PIICIP(C) = PICHP(G)V (1)

Here, P(C;) is the prior probability of speaker i that is
determined from the training feature vectors. P(X;|C,) is the
conditional probability that this pattern is generated from
class C; assuming that the training data follow a probability
density function (PDF). A PDF is estimated for each
speaker class. As shown in Fig. 2, the third layer from left

Hidden Layer

Class Layer

Qutput Layer

Input Layer (apply audio feature vectors)

Fig.2 Architecture of a PNN: input layer, hidden layer, class layer
and output layer [12]
© Massachusetts Institute of Technology, 1989
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Fig. 3 Structure of an RBF NN [12]
© Massachusetts Institute of Technology, 1989

to right is the class layer and the last layer is the output, which
represents the winning class.

On the other hand, RBF networks [12] employ RBFs
directly to each input value without associating a weight
line from the input to this RBF layer as shown in Fig. 3. It
consists of three layers of neurons: input, hidden and
output. The hidden layer neurons represent a series of
centres in the input data space, as shown in Fig. 3. The
RBF is given by

Vi =) = exp[—|x — ¢,,[*/(207)] )

Here |x — ¢,,° is the square of the distance between the input
feature vector x and the centre vector c¢,, for the current RBF
node.

The network output is a weighted sum from these RBF
nodes and is calculated as follows

4= (ﬁ) 3 (i) G)

m=1

These networks have many uses, such as time series
prediction, classification and system control. In the context
of speaker identification, the RBF-NN utilises the projection
of an eigenface space to compute the NN input features.
There are two main categories of learning: the supervised
learning and the unsupervised learning. The RBF-NN has
both a supervised and unsupervised component to its
learning.

Next is the GRNN, which is based on a general regression.
These networks, first proposed in 1991 [27], are widely used
in many identification tasks. Fig. 4 shows the block diagram
of the GRNN architecture. It is a one-passing learning
algorithm, which can be used for estimating continuous
variables such as some transient content in speech signal.
GRNN has a structure similar to PNN and RBF networks
but are based on general regression as proposed by [28]. In
contrast to PNNs and RBF-NNs, a GRNN uses a PDF
based on a normal distribution.
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Fig. 4 GRNN architecture [27]
© IEEE, 1991

3 Proposed MINN

This section presents a novel approach using multiple NNs
(PNN, RBF-NN and GRNN) to classify an SIS using a
wavelet-based selection method. The proposed system
consists of feature extraction and modelling blocks that use
multiresolution analysis and decision fusion with an MNN,
respectively.

Speaker identification is an expert system based on the
single biometric of voice data. It first extracts the audio
from the raw audio data. An audio stream consists of
thousands of values in the range [—1, 1] that are sampled at
a regular interval. An 8 kHz sampling rate means that 8000
such values vary each second when a speaker’s audio is
recorded. These raw values only tell us about the amplitude
variations in the speech and do not convey any explicit
information about the speaker. Since we are using
text-independent speaker identification, we must extract
distinguishing speech features that describe a speaker’s
orientation or, more specifically, the qualities of the
speaker’s glottal tract which are independent of the
language being used. Therefore, if the same speaker speaks
a different set of words next time, our system should
identify the speaker. Therefore, we must transform the raw
signal into a parametric representation.

Usually, short-time spectral analysis techniques, such as
LPC and MFCC, are used to transform the raw signal into a
parametric representation containing the most important
characteristics of the signal [29]. MFCC, originally
developed for speech recognition systems, employs both
logarithmically spaced filters and Mel-scale filters, which
are less susceptible to noise and variations in the physical
conditions of the speaker. Herein, we have used MFCC to
capture the most phonetically important characteristics for
speaker identification from the audio signal. We select the
widely accepted MFCC features for our research because of
their demonstrated superior performance. However, the
MFCC feature vector describes only the power spectral
envelope of a single frame, but not the information in its
dynamics. To incorporate the ongoing changes over
multiple frames, the first and second derivatives of the
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features can be computed, which are known as the delta and
delta—delta coefficients, respectively [30]. These dynamic
features of cepstral coefficients are often employed to
improve speech recognition performance [31, 32]. As a
pre-processing step on the audio signal, we perform
pre-emphasis to compensate for the high-frequency falloff,
and then use the short-term analysis technique using
windowing.

In the proposed MNN, we use multiple ANNs for
classification using wavelet-based feature extraction
methods, namely: DWT, WPT, WSBC and irregular
decomposition. The prominent features extracted through
these methods are fed into a learning model wherein the
target concept is modelled and mapped to the training
samples for classification. This system employs the
following three different classifier architectures in parallel:
GRNN, PNN and RBF-NN. The architectures of these NNs
have been described in Section 2.2. In this section, we
present the major highlights of the text-independent SIS
based on bootstrap aggregating these equally robust but fast
learners, which are chosen for the reasons stated below.

BPNNs, RBF-NNs, GRNNs and PNNs can be easily
differentiated from each other on the basis of structure,
training strategy, samples requirement, training time,
accuracy and suitability for various types of data. PNNs,
RBF-NNs and GRNNs require just a fraction of the
samples, as well as much lesser training times, compared
with BPNN. These NNs are more adaptive in converging
quickly to a decision surface as more neurons can be added
at runtime to aid the results compared with BPNNs, which
have a fixed number of neurons in the hidden layers. PNNs,

N

Audio Stream Extraction

Test Video File \L

Signal Pre-processing

-

Feature Extraction (Wavelet Analysis)

Trained Trained Classifier

Classifier - RBF - PNN

Majority Voting (Bagging)

v

Speaker Classification

. J

Fig. 5 Proposed system for speaker identification
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RBF-NNs and GRNNs are more suitable for
low-dimensional data like that the different wavelet-analysis
methods yield through DWT, WPT, WSBC or irregular
decomposition. Therefore PNNs, RBF-NNs and GRNNs are
the best candidates for bagging as they are simultaneously
strong and fast learners. Furthermore, the work in [23]
reported that the back-propagation algorithm over-fits
training data and has a higher error rate than RBF-NN.
These reasons were the primary motivations for developing
a scheme that resolves the under- and over-fitting problems
and minimises the training time.

The proposed system architecture for speaker identification
is illustrated in Fig. 5. A system with text-independent
speaker identification methods was constructed using MNN
with majority vote, including the GRNN, PNN and
RBF-NN models. The voting is conducted as follows

VoteCount(X;|C;) = GRNN_Output(X,|C;) + PNN_Output(X;|C,)
-+ RBFNN_Output(X;|C;)
)

Each test sample is passed through each of the three NNs. If
any two of the networks classify the given test sample as
belonging to the same speaker from the training data, then
the test sample is declared to belong to that speaker.
However, where each network classifies the given test
sample as a different class, the sample is considered to be
‘not identified’.

During the training phase, feature vectors extracted from
the training data are fed into each of the networks in
parallel. These networks require only one pass through the
data in contrast to the multiple epochs/iterations that are
used in BPNN. The size (i.e. number of neurons) of the
input layer is equal to the number of MFCC features. Each
neuron takes in streams of data as inputs that arise from the
consecutive frames. Some of the advanced NNs have the
size of the input layer enlarged to two or three adjacent
frames [33] in order to obtain a better context dependency
for the acoustic feature vectors. The number of input layers
can also be chosen by multiplying the cepstral order with
the total frame number [34], leading to an extremely large
input layer size. However, in both the above cases, the
computational times are affected because of the increased
number of hidden layers and states. If an inadequate
number of neurons are used, the network will be unable to
model complex data, and the resulting fit will be poor. If
too many neurons are used, the training time may become
excessively long [33] (in addition, the network may over fit
the data and start modelling random noise).

For testing, the extracted feature vectors from the test signal
are fed to all the ANNs in parallel and three classification
outputs are calculated corresponding to the three classifiers
used here. The majority voting scheme is employed for the
classification results of the ANNs. The class that obtains two
out of three votes is taken to be the final classification result.
During the test phase, the procedure used was almost the
same as the one in the training phase. The test speaker’s file
is pre-processed to extract wavelet features. These features
are classified individually by the trained PNN, GRNN and
RBF-NN. The majority voting scheme ensures equal weight
and the final classification is made on the premises.

In contrast to the BPNN and feed-forward networks, none
of these networks requires iterative training, which takes a
considerable amount of time. Additionally, each of these
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networks focuses on a different probing level to fit the
training data. One of them focuses on the training data
completely (over-fitting), the second learns the training data
with an error margin (under-fitting) and the third lies
between the previous two and thus helps to increase the
ability to generalise the overall system for both known and
unknown signal instances. Moreover, the combination of
these networks with a majority voting scheme helps to
overcome the under- and over-fitting problems. This
approach improves the classification accuracy of the overall
system. Only the fusion of the PNN, RBF-NN and GRNN
networks in the voting scheme is capable of reducing the
training time and obtain a higher accuracy than those of the
BPNN and feed-forward networks. However, such a
method would still be faster than methods that use BPNN
and feed-forward networks.

4 Results and analysis

In this section, we describe the outcomes of the
comprehensive testing performed on the GRID corpus [35].
Below we first describe the experimental procedure in
Section 4.1, and then present the accuracy and
computational effectiveness of the proposed MNN in
Sections 4.2—4.5. We provide a comprehensive analysis and
comparisons with some other existing systems in Section 4.6.

4.1 Evaluation methods

The identification experiment was performed using the
GRID speech corpus [35]. GRID is a multi-speaker
audio-visual sentence database that supports joint
computational-behavioural studies in speech perception.
GRID consists of high-quality audio and video recordings
of 1000 sentences spoken by 18 male and 16 female
speakers. It uses a fixed and simple grammatical structure
<command:4> <colour:4> <preposition:4> <letter:25>
<number:10> <adverb:4>, where the numbers in brackets
indicate the number of choices at each point, for example,
‘bin blue at Al again’ or ‘place green by D2 now’.
Speakers produced such sentences at a normal speaking rate
and were asked to complete the sentence in 3 s. The reason
we chose GRID for our studies is that these sentences
control for differences in speaking style and syntax, and the
existence of many keyword repetitions allows for
cross-condition comparisons of acoustic properties.
Different gross phonetic classes (nasal, vowel, fricative,
plosive and liquid) were used as the initial or final sounds
of filler words in each position [36], thereby allowing a
wide range of phonetic features to be captured.

The 10-fold cross-validation experiments were used to test
all 34 speakers in the GRID database using different values of
the spread. The spread denotes how closely the NN should fit
the training data. The default value range for spread is
between 0 and 1, with 1 being the most generalised fitting
to the training data with relatively lower accuracy. A spread
of 0 is a complete close fit to the training data and produces
maximum accuracy. We can say | under-fits the training
data, whereas O over-fits the training data. The spread is
also known as the radius of a neuron. With larger spread,
neurons at a distance from a point have a greater influence.
There is a trade-off in choosing different values of spread
between 0 and 1. This variable was chosen as the base
variable and 30 different values were assigned to it.
Therefore, they resulted in 30 different experiments on the
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same data from the 34 speakers in GRID. Since all the
utterances recorded in the GRID corpus have the same
length and sampling rate, they transform to the same
number of frames, same MFCC output vector length and
same number of neurons in the input layer of the
subsequent NN. The averaged identification results are
presented in the subsequent sections. The test results
presented in this section were collected on a computer with
a 2.8 GHz Intel Core 2 Duo processor and 4 GB of memory.

4.2 Audio and feature extraction

A speech signal contains a massive amount of data. For
example, a 1s speech signal consists of ~25 000-50 000
floating-point values in a single linear vector. GRID
database files have a fixed sampling rate of 25 kHz. An
audio signal is usually segmented into frames of 10-30 ms
with some overlap [37]. Each frame has to be multiplied
with a Hamming window in order to keep the continuity of
the first and the last points in the frame. Overlapping
windows allow analysis centred at a frame point. In our
case, the audio signal is divided into 15 ms frames using
Hamming windows with a 10 ms overlap to smooth out the
frequencies at the edges of each frame or window. An
audio signal is constantly changing, but we assume that on
short-time scales the audio signal does not change much. If
the frame is too short, we do not have enough samples to
obtain a reliable spectral estimate; if it is too long, the
signal changes too much throughout the frame. A 15 ms
window at 25 kHz (for GRID database) transforms to 375
samples, which is enough to obtain a reliable spectral
shape. Although some researchers tend to choose a larger
frame size, several others [38—40] have found 15 ms frame
sizes more useful than longer ones depending on the
database and methodology applied. We employed different
frame sizes in our studies and 15 ms turned out to be the
best choice.

The resultant frames are further processed using
logarithmically spaced filters and Mel-scale filters, Fourier
transforms and cosine transforms to produce an MFCC
vector for each frame. The number of filters in the
Mel-scale filter is adjusted to control the number of MFCC
features. The delta and delta—delta features are computed
using linear regression formulas. These additional features
have the capability of performing better than an
MCCC-only implementation, but usually incur enormous
numerical burden. Later in this section, we perform some
tests to find out the appropriate balance of these features.

The feature extraction block of this system consists of the
following algorithms: DWT, WPT, WSBC and irregular
decomposition. All feature vectors are linear vectors of

Table 1 Summary of feature extraction vectors for wavelet
analysis

Input Feature extraction Output
scheme vector length
1 s long audio signal discrete wavelet 8
(GRID) recorded at transform
44.1 kHz wavelet packet 64
transform
WPT in Mel-scale 6
(WSBC)
irregular 57
decomposition
MFCC 20 x 450
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length <64, as summarised in Table 1. During the scope of
this research, experimentation and testing were performed
with all of these approaches, selecting one at a time. In this
phase, the rough audio signal is pre-processed to extract
only the distinguishing features from the entire signal for
analysis. Only one of the above strategies is used at a time,
and the programme allows the user to select the feature
extraction strategy during the training and testing phase.
Each feature yields a different set of parameters and a
unique training data on which the programme trains itself.
The testing phase includes the feature extraction strategy to
generate consistent results. Experimental results show that
WPT generates the most accurate results as described in
Section 4.3.

One of our goals was to establish the optimum number of
MEFCC features for our case. Fig. 6 summarises the results
obtained with the various numbers of MFCC features used.
These results were collected for 20 files per speaker using
10-fold cross-validation. This experiment indicates that
varying the number of MFCC features gradually from 10 to
20 has a notable impact on the overall accuracy of the
system, but the gain starts decaying beyond 20 features.
However, the number of MFCC features is directly
proportional to computation time. Therefore, 20-MFCC
features were found to be the best trade-off value between
the computation time and the overall accuracy.

We have also incorporated the delta and delta—delta MFCC
features into our framework to check whether they offer any
additional performance gain. As stated before, adding 20
features each from the delta and delta—delta MFCCs will
result in a total of 60-element feature vector, thereby
tremendously affecting the computation time. In Table 2,
we provide a performance summary on changing the
numbers of MFCC, delta MFCC and delta—delta MFCC
features, where the total number of features is 20 or close.
It can be seen that the all-MFCC case performs better than
any of the other cases. If we use all three types of features
in equal amounts, we need a total of 48 elements to get
close to the 20-MFCC case. These results imply that these
time derivative features are not good substitutes for having
more MFCC features, especially when the computational
burden has to be accounted for. The classification accuracy
presented in [41] also supports a similar observation, where
different feature sets perform unevenly and the differential
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Fig. 6 Accuracy (%) of speaker identification using MFCC
features and GMM
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Table 2 Comparison of MFCC, delta MFCC and delta—delta
MFCC

Number of features from Total number of performance

features accuracy, %
MFCC  Delta Delta—delta
MFCC MFCC

20 0 0 20 99.3
0 20 0 20 52.5
0 0 20 20 36.9
10 10 0 20 91.1
10 0 10 20 86.4
0 10 10 20 77.5
6 6 6 18 66.6
7 7 7 21 72.3
8 8 8 24 76.2
16 16 16 48 98.9

features do not perform very well. Therefore, we choose to
use 20-MFCC features and none of the delta or delta—delta
features in the remainder of our experiments.

We also experimented to improve the accuracy of the
model with respect to the number of Gaussian mixtures
allowed per GMM. The objective is to choose the best
mixture components to achieve high discrimination
accuracy. Theoretically, too few mixture components can
produce a GMM model which does not accurately model
the distinguishing characteristics of a speech distribution.
However, too many components can reduce performance
when there are a large number of model parameters relative
to the available training data and can also result in
excessive computational complexity [42].

In the tests performed in [43], the results show that, as
the number of Gaussians in GMM increase from 2 to 32, the
average speech entropy in each Gaussian decrease while the
average speaker entropy remains near constant. We varied
the order of this mixture gradually from 1 to 16 to find the
most appropriate value. Fig. 7 summarises the results. It can
be seen that increasing the order does not necessarily
increase the system accuracy; as a matter of fact, there are
some uneven fluctuations at certain values. The large orders
caused very high computational expense, but did not seem
to yield good performance for the small amount of available
training data. The mixture component selection is limited by
the amount of training data. Model order selection becomes
more important with smaller amount of training data. On
further investigation, we found that many of the mixtures
reduced to single points, as they did not have enough values
to carry on further computation. However, the above
experiment shows that 1 and 2 Gaussian mixtures provide
the optimum accuracy for voice.

4.3 Identification accuracy

The same testing criteria were applied to GMM, BPNN and
principal component analysis (PCA) for comparison with
the proposed MNN. The wavelet packet analysis (8-level)
generated a 97.5% identification rate, which is a large
improvement compared with MFCC (with 20 feature
vectors), which had a 77.5% identification rate for these
experiments. The findings in [23] suggest that irregular
decomposition generates better results than DWT, WPT and
WPT in Mel-scale algorithms. In contrast, we found that
both WPT in Mel-scale and irregular decomposition were
less accurate compared with WPT when tested with the
GRID speech database. This difference is because [23] used
a limited set of five sentences for each speaker, which
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generated a text-dependence for the training data, whereas in
our training set, the user speaks up to 1000 different sentences
yielding a text-independent data set.

The performance results are summarised in Table 3 and
show that our proposed system yields the most accurate
results (97.5%) for text-independent speaker identification
compared with an established set of algorithms including
GMM, PCA, the parallel classifier model in [10] and BPNN.
Note that in [10] text-dependent classification was used.

It is noteworthy that MFCC produces a two-dimensional
(2D) matrix, whereas BPNN is by nature designed to cater
for 1D input. Therefore there is a mismatch between these
algorithms and they cannot be used together without losing
a large part of the information. Hence, there is no data for
MFCC and parallel BPNN in Table 3. Moreover, it can be
observed that MNN outperforms the other classifiers for
most feature extraction schemes as expected (in most
columns of Table 3, MNN results in the highest
identification rate). The only exception is MFCC; in this
case, GMM gives a better result than MNN, which is
because of the following reason. When GMM s fitted to a
smoothed spectrum of speech, an alternative set of features
can be extorted from the signal. In addition to the standard
MFCC parameterisation, complementary information is
embedded in these extra features. Combining GMM means
with MFCC by concatenation into a single feature vector
can therefore improve identification performance. This is
the reason why MFCC performs the best with GMM.
However, the best result in this table is achieved using
MNN when used with WPT.

4.4 Receiver operating characteristics

We also calculated the receiver operating characteristic
(ROC) curve illustrating the performance superiority of our
proposed system. The ROC curve shows the true positive

Table 3 Accuracy rate of the MNN compared with other algorithms
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rate (TPR) as a function of the false positive rate (FPR) for
different values of the spread. The fraction of true positives
out of the total actual positives is known as the TPR, and
the fraction of false positives out of the total actual
negatives is called the FPR. The FPR is the same as the
complement of specificity (i.e. one minus specificity), also
known as the FRR. TPR is also known as sensitivity, and is
the complement of the FAR. The ROC curve is a graphical
plot that can illustrate a binary classifier’s performance with
variation of the discrimination threshold. TPR and FPR
depend on the size of the enrollment database and the
decision threshold for the matching scores and/or number of
matched identifiers returned. Therefore, a ROC curve plots
the rate of accepted impostor attempts against the
corresponding rate of true positives parametrically as a
function of the decision threshold. The results can be
changed by adjusting this threshold. The 30 experiments we
conducted produced different combinations of the FPR and
TPR. These two values were plotted to generate a ROC
curve for DWT, WPT, WSBC, irregular decomposition and
MFCC for a comparison of accuracy with the proposed
MNN as shown in Fig. 8. This curve shows that the ROC
curve for WPT lies very close to the upper left boundary
and has more area under it compared with DWT, WSBC,
MFCC and irregular decomposition. The ROC curve for
MFCC with the same data lies closest to the diagonal and
shows the least effective accuracy as compared with the rest
of the pre-processing algorithms. A speech identification
system would be far from usable if the TPR is too low or
the FPR is too high. The goal is to operate with low values
of FPR and high values of TPR; therefore the upper-left
portion of this figure is the practical region of operability.
The variations of FAR and FRR with different sets of
threshold values for WPT, WSBC and DWT are shown in
Fig. 9. Since WSBC and DWT are the closest competitors
of WPT (as depicted in the ROC of Fig. 8), we only

DWT, % WPT, % MFCC, % WSBC, % Irregular decomposition, %
GMM 35.80 38.60 83.30 36.50 33.26
MNN 84.70 97.50 77.50 94.40 80.80
BPNN 40.38 41.47 21.20 34.48 32.07
PCA — — 82.90 — —
parallel BPNN [10] 61.25 65.43 — 58.67 56.85
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Fig. 8 ROC curves for various wavelet-analysis algorithms tested
using the proposed MNN

compared their performances to WPT and omitted the other
algorithms for legibility. For each of the algorithms, we
plotted the FAR-FRR pairs for different thresholds, and
placed the equal error rate (EER) performance (when FAR
equals FAR) in the middle. Note that the threshold values
are not of interest here, and they are different for different
algorithms; we normalised them to align their EER values.
Fig. 9 shows that WPT can achieve a much lower EER
(about 5%) than the other two schemes. If we inspect this
figure along any vertical line, we can see that the FAR and/
or FRR for WPT are less than those of the other schemes.
Both Figs. 8 and 9 suggest that WPT combined with the
proposed fusion system of MNN outperforms DWT,
WSBC, MFCC and irregular decomposition.

4.5 Operational speed

The proposed system has 2-fold advantages in terms of
accuracy and speed. PCA, because of its dual nature (a
classifier and a dimensionality reduction algorithm), is
compatible with MFCC as the feature extraction strategy.
Table 4 shows the training time and identification time of
the state-of-the-art algorithms in speaker identification

0.5 T T T I
! ! ! ' | —e— FAR:WPT
0.45F ~-a oo T o FRRWPT |
04l -- Yoo oboccdeo o] =—b—FARWSBG |__
8 ! | : ! | =-4~-- FRR:WSBC
& 0.35}---- [ FARDWT |[--
] i : FRR:DWT
2 03
o
B o2
&
g 02
Q
=
o 0.15
n
[
= 01
0.05

Normalized Threshold

Fig. 9 FARs and FRRs of the proposed MNN compared with
different schemes
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Table 4 Average training and identification times for different
algorithms

GMM MNN  3-BPNN PCA BPNN
[10]
average training 5.8 0.8 120 2.8 90
time, s
average identification 25 0.05 0.10 1.5 0.8
time, s

compared with our MNN. The proposed MNN takes only
0.05s on average for the identification phase of a test
signal. This is the fastest identification time ever seen in a
text-independent SIS. Training is the phase where all the
time is spent in traditional systems, but the proposed system
takes care of it as it employs the instantaneously adaptable
classifiers in parallel with no training time.

We have also performed some simulations to test the effect
of changing the size of the NN input size. A higher number of
input layer neurons causes the number of hidden layer
neurons to go up (and therefore the number of states),
which eventually increase the identification and training
times. As for performance accuracy, there was no
significant change observed since the NNs are designed to
utilise the closed set of data in the most optimal manner.
However, as shown in Table 5, the increased size can
severely affect the identification and training times. Hence,
we conclude that the size of the input layer is best set equal
to the number of MFCC features.

4.6 Performance improvement

The performance results described in Table 3, performance
times in Table 4 and the ROC curve in Fig. 8§
comprehensively validate that the proposed system is more
sophisticated because it outperforms other systems both in
accuracy and performance times. Below we analyse the
reasons and trends of our MNN and then compare them
with some state-of-the-art techniques.

In the research results reported in [1], it was suggested that
irregular decomposition yields better results than DWT, WPT
and WPT in Mel-scale algorithms. On the contrary, we found
that both WPT in Mel-scale and irregular decomposition were
less accurate than WPT. Pawar ef al. [1] used a limited,
text-dependent set of five sentences for each speaker,
whereas our training set is truly text-independent with the
user speaking up to 1000 different sentences. One of the
main reasons why our system works more efficiently is
because of the application of the majority voting scheme
during the parallel combination of three classifiers, which
are all fast and robust. These classifiers may suffer from
inadequacies such as under- or over-fitting problems when
used alone, but mitigate each other’s shortcomings when
combined in the proposed manner. In summary, the
proposed system owes its performance improvement to:
(a) bootstrap aggregating of multiple classifiers for a better

Table 5 Average training and identification times for MNN
with different input layer sizes

Size of the input layer of NN 20 40 60
average training time, s 0.8 3.5 8.1
average identification time, s 0.05 0.32 0.85
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Table 6 Performance comparison with state-of-the-art speaker
identification approaches

References Algorithm, database Performance
accuracy, %
[44] 32-mixture GMM, UBM, 91.7

MFCC, spectro-temporal
modulation, GRID corpus

[45] exemplar-based sparse 95.5
representation, sparse
discriminant analysis,
dot-scoring, GRID

[46] GMM-UBM (mixed-UBM 85
and multi-conditioned
GMMs), GRID corpus

[47] GMM speech prior, single 96.3
mixture HMM, speech
segregation, GRID corpus

[48] GMM-UBM (independent of 96.8
pre-processing algorithm),
TIMIT

[49] LPC, K-means 96.37

Tl digits_1, Tl digits_2 and
TIMIT databases

[50] MFCC, parametric neural 90.6
network
CSLU speaker recognition
corpora
proposed wavelets, MNN 97.5
multimodal GRID corpus

neural network

hypothesis in the decision space; (b) careful selection of
multiple combined ANN instances of the same class that
complement each other by tackling the under- and
over-fitting problems; and (c) selection of the most suitable
feature extraction strategy (i.e. WPT). Instead of using other
recently popular methods like BPNN methods, we explored
the more adaptive instantly trained class of NNs, which
substantially improved the classification accuracy and
reduced the identification time.

The recent development in human identification in other
areas of the world has been inspiring and competitive. For
any novel method to succeed, the comparative analysis of
performance with the state-of-the-art methods is deemed
necessary. Table 6 shows the reported performance of some
of the existing methods in line with the performance
accuracy of our system. It shows that our system
outperforms several other published systems that achieve
some of the best identification rates available in the
literature. In the first four rows of Table 6, we provide
comparisons with systems that used the same corpus as
ours (GRID). For the purpose of comparison across
different databases (e.g. CSLU and TIMIT), in the last three
rows of the table, we also show results based on some other
widely used databases. A short description of these systems
follows.

In [44], an algorithm which distinguishes speech from
non-speech based on spectro-temporal modulation energies
is proposed and evaluated in robust text-independent
closed-set  speaker identification  simulations. An
exemplar-based representation and sparse discrimination
was proposed in [45] that outperformed the baseline
GMM-universal  background model (UBM) and
HMM-based systems with a large margin. The GMM-UBM
system in [46] has shown an average 85% identification
accuracy on GRID corpus when a mixed-UBM and
multi-conditioned GMMs are utilised. The work in [47]
presents a novel fragment-based speaker identification
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approach that allows the target speaker to be reliably
identified across a wide range of signal-to-noise ratios by
treating segregation and recognition as coupled problems.
The system in [48] is mainly based on the verification using
the likelihood ratio test. The likelihood functions used some
effective GMMs that are relatively simple and easy to
implement. For speaker representation, it employed the
UBM, from which speaker models were derived using
Bayesian adaptation. The verification accomplishment was
further enhanced wusing score normalisation. Their
performance was successfully tested in several NIST
speaker recognition evaluations. In [49], a robust perceptual
features and iterative clustering approach are proposed for
isolated digits and continuous speech recognition and
speaker identification, and its evaluation is performed on
clean test speeches. A new SIS based on a modified NN
was proposed in [50], namely the multiple parametric
self-organising pap (M-PSOM). It attempted to reduce the
acceptance of impostors while maintaining a high accuracy
for identification. Most of the prior systems would rely on a
single NN for an entire SIS, but the M-PSOM utilises
parametric NNs for the individual speakers to record and
depict their distinctive acoustic signatures. This paper
demonstrated that this method outperforms many other
competitive methods like wavelets, GMM, HMM and
vector quantisation. Our proposed approach outperforms all
these published systems in terms of accuracy, and therefore
proves itself as one of the best candidates for speaker
identification.

5 Conclusions

Conventional approaches to speaker identification with slow
identification and poor accuracy are inadequate in a
real-world setting. We have been motivated by these
shortcomings to conceive and implement a novel approach
in this paper. We developed a novel approach that
combines multiple NNs with wavelet analysis to construct a
method that outperforms classical GMM, BPNN and PCA
in both identification time and accuracy. Through
comprehensive testing using the GRID database, the system
described herein is 97.5% accurate with a 50 ms
identification time where WPT is the feature extraction
method. Our real-time approach is directly applicable to
industrial devices for security and authentication. This
method lays the foundation for further research in speaker
identification for real-time systems. In the future, to further
develop the approach described herein, we will combine
real-time facial recognition with speaker identification to
generate a more robust system that is applicable for the
industry. Moreover, we will combine audio and visual
features at the feature level with MNNs to further improve
the accuracy.
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