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1 | INTRODUCTION

Evidence synthesis is a robust method for evaluating the
effects of healthcare interventions, especially when apply-
ing evidence synthesis to randomized controlled trials
(RCTs). In evidence synthesis, the assessment of risk of
bias (RoB) is an important step that ensures reviewers
consider all potential limitations of included trials and
know the extent to which biases affect the results of each
trial." However, methodological rigorous procedures
makes evidence synthesis time-consuming; it is estimated
that the assessment of RoB for each RCT takes
researchers an average of 10-60 min to complete,” and
the whole process of evidence synthesis research often
takes 0.5-2 years.” This makes current evidence synthesis
inflexible to meet any urgent need for emergent public
health problems, and can pose a threat to effective clini-
cal decision-making.

To expedite the review process, researchers have inte-
grated artificial intelligence into medical research and
developed a range of automated review tools.* RobotRe-
viewer, a free online RoB assessment tool, is one of the
tools that aims to reduce the time needed to assess RoB.
It was developed by a team of researchers and leverages
machine learning for classification and information
extraction.” The authors annotated the PDFs of 12,808
trials from the Cochrane Database of Systematic Reviews
(CDSR) to train a multi-task machine learning model.”
By harnessing the power of machine learning and
leveraging a vast dataset, RobotReviewer aims to offer a
valuable and accessible tool for RoB assessment.

The key question is whether artificial intelligence
instruments are mature enough to be used to deliver

» RobotReviewer represents a novel solution designed to automatically evalu-
ate the risk of bias in randomized controlled trials. Despite its potential, the
existing body of evidence regarding its reliability remains limited.

« This is the largest validation study to date investigating the agreement of
RobotReviewer compared to the consensus of human reviewers.

Potential impact for Research Synthesis Methods readers

« The findings confirm previous findings of domain-specific differences in the
level of agreement between RobotReviewer and humans. In addition the
tool has moderate agreement with humans. It might be a useful auxiliary
tool in future practice, but the specific manner of its integration as a comple-
mentary tool requires further discussion and thought.

acceptable concordance with humans. While several
studies have suggested that human reviewers should
check and validate results from RobotReviewer,®’ there
remains significant skepticism regarding its reliability
for broader implementation, especially considering that
its validation has largely been internal within the con-
fines of the CDSR.® It is therefore a priority to evaluate
its reliability compared to that of human reviewers. We
now compare the concordance between RobotReviewer
and humans using a large empirical dataset (SMART
Safety),” serving as an external validation for the further
application of such automatic instruments in evidence
synthesis.

2 | METHODS

2.1 | Datasource

This study utilized a subset of the data from a previous
study.'® In summary, we conducted a PubMed search for
systematic reviews of adverse events published between
January 1, 2015 and January 1, 2020. We included sys-
tematic reviews of RCTs focusing on healthcare interven-
tions with adverse events as the exclusive outcome. The
term adverse event is defined as “any untoward medical
occurrence in a patient or subject in clinical practice,”
encompassing side effects, adverse effects, adverse reac-
tions, harm, or complications associated with any health-
care intervention."* The representativeness of the search
has been well-confirmed, with its sensitivity ranging
between 93.85% and 99.30%.'* The complete search strat-
egy is detailed in the Supplementary File S1.
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Two reviewers (X.Q., C.X.) independently screened the
titles and abstracts as well as the full texts of the records
using the Rayyan online tool."” In step one, records were
excluded only if both reviewers agreed on their exclusion.
The remaining records were then subjected to screening
again in step two. Any conflicts were resolved through dis-
cussion between the two authors. More detailed inclusion
and exclusion criteria have been described in the supple-
mentary file (see protocol in Supplementary File S1).

2.2 | Risk of bias assessment: Human
reviewers

In order to be consistent with the rating system of Robot-
Reviewer, we used the Cochrane Collaboration's tool
(an updated version of RoB 1.0 in 2011'*) for assessing
risk of bias for all included trials, including seven
domains: (1) random sequence generation, (2) allocation
concealment, (3) blinding of participants and personnel,
(4) blinding of outcome assessor, (5) incomplete outcome
data, (6) selective reporting, and (7) other bias. However,
we focused our evaluation on the first four domains due
to their relatively objective nature, which also aligned
with RobotReviewer."”” Five individuals with a back-
ground in evidence-based medicine conducted the risk of
bias assessment (X.Y., R.Z., T.Q., F.Y., Y.Y.). Since the
assessment of the risk of bias is somewhat subjective, we
completed three rounds of checks to ensure the objectiv-
ity of the evaluation results. The first round involved two
independent review groups (Group 1: F.Y., T.Q., Y.Y.;
Group 2: X.Y.), followed by a third-party (R.Z.) compari-
son and joint discussions to resolve conflicts until a con-
sensus. Subsequently, the second and third verification
rounds were conducted by X.Y. and R.Z.

We followed the Cochrane Collaboration guidelines
to perform risk of bias assessments. We used response
options aligned with the updated version of RoB 1.0,"*
with categories labeled “Low,” “Unclear,” and “High.”
We confirmed the sentence annotations in full-text
reviewing and labeled the risk of bias in each domain
specifically, such that a tag of “Low” depended on a clear
description of procedures to reduce the risk of bias
(e.g., randomly assigned via an interactive web system).
As for unclear signaling questions, we labeled them as
“Unclear,” and the remaining were labeled as “High” if
the original articles mentioned that they did not imple-
ment this safeguard or this implementation was not
reported. We combined “Unclear” and “High” where
reviewers selected “Unclear” or “High,” in accordance
with assessments from RobotReviewer. While the system-
atic reviews, as well as the individual studies may have
looked at multiple outcomes, each study implements
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(or not) these four safeguards (i.e., concealment alloca-
tion) independently of the outcomes. Even for blinding of
outcome assessors, this is not commonly outcome specific
in individual studies and therefore there was no impera-
tive for outcome specific assessments by both RobotRe-
viewer and the human reviewers. As such, there was a
study specific assessment only.

2.3 | Risk of bias assessment:
RobotReviewer

The RobotReviewer is a free online tool that uses a
machine-learning algorithm to automatically evaluate
the risk of bias of RCTs.” The algorithm takes a full-text
article describing the conduct and findings of a random-
ized controlled trial as input and generates a binary con-
clusion indicating whether the study is at low or high/
unclear risk. It only accepts PDFs due to the machine
learning procedures clinging to the annotations on PDFs.
The RobotReviewer allows users to “drag & drop” a docu-
ment file into the proper spot on the user interface, and
the tool will assess the risk of bias of the relevant domain
for the uploaded file automatically. The outputs of the
tool, including the risk of bias information for each trial,
are transferred to a Microsoft Excel worksheet. Since the
RobotReviewer did not provide the overall risk bias, the
performance between RobotReviewer and human
reviewers was compared based on specific domains.

2.4 | Outcomes

Two primary outcomes were pre-determined: (1) The
level of agreement between the human reviewers and
RobotReviewer for the assessment of risk of bias; (2) Posi-
tive percent agreement and negative percent agreement
were used to ascertain the capacity of RobotReviewer in
identifying risks categorized as “low” and “unclear/high.”
Secondary outcomes included the yearly concordance
between human reviewers and RobotReviewer.

2.5 | Data analysis

We utilized descriptive statistics (counts and percentages)
to summarize the risk of bias information on a safeguard-
specific basis. The Cohen's Kappa statistic was used to
measure the performance of RobotReviewer.'® The Kappa
statistics measure the level of agreement in six categories
from poor to perfect: poor (k < 0), slight (x = 0.0-0.20),
fair (x = 0.21-0.40), moderate (x = 0.41-0.60), substantial
(x = 0.61-0.80), and almost perfect (k = 0.81-1.00)."°
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Positive percent agreement (PPA) and negative per-
cent agreement (NPA) of RobotReviewer compared to
human reviewers (as an imperfect reference standard)
was computed, which was calculated via true positive
rate (TP), true negative rate (TN), false negative rate
(FN), and false positive rate (FP). Low risk of bias was
deemed “positive” and high/unclear risk of bias was
deemed ‘“negative.” The PPA reflects the ability to cor-
rectly identify domains as low risk of bias, and the NPA
similarly reflects the ability to correctly identify domains
as high/unclear risk of bias. We considered true positive
or true negative only when RobotReviewer concurred
with the humans. False negative refers to the case where
RobotReviewer gave a ‘high/unclear risk’ judgment,
while human reviewers gave a ‘low risk’ judgment. False
positive refers to the case that RobotReviewer gave a ‘low
risk’ judgment, while human reviewers gave a ‘high/
unclear risk’ judgment. The PPA and NPA were calcu-
lated using the following formulas:

TP TN
PPA=———-;NPA=——-.
TP+FN TN + FP

We conducted a comprehensive analysis of the yearly
concordance rate (TP+TN) between RobotReviewer and
human reviewers. The motivation behind this examination
was to assess whether there has been any improvement in
the reported performance of RobotReviewer over time.

Sensitivity analysis was conducted by deleting trials
with the risk of bias assessment based on Supplementary
Materials S1. This procedure ensures better comparability
by maintaining consistency in the sources of assessed
materials. Due to the nature of subjective health out-
comes, inadequate randomization and blinding can lead
to bias. Given the potential impact of different outcome
types on the assessment of the domain of blinding for
outcome assessors, a post-hoc sensitivity analysis was
conducted by randomized controlled trials with subjec-
tive outcomes recorded in our dataset (e.g., fatigue).

All data analyses were run via Stata/SE 16.0 (Stata
Corp LCC, College Station, TX) and Microsoft Office
Excel (version 2021, Microsoft Corporation, Redmond,
Washington), with alpha = 0.05 as the significance level
for a two-sided test.

3 | RESULTS

Overall, 18,636 records from PubMed were identified
through the primary search. After removing 1967 dupli-
cates and 15,339 by titles and abstracts, 1330 records
remained to be reviewed for eligibility via full-texts.
Among these, 151 systematic reviews with 629 meta-

analyses encompassing 2305 trials were included. The list
of the included and excluded reviews can be found in the
supplementary file (Table S1). After removing 250 dupli-
cate trials and 100 trials that RobotReviewer was unable to
assess, 1955 trials were included in the analysis (Figure 1).

3.1 | RoB Assessment: Concordance and
agreement between RobotReviewer and
human reviewers

Table 1 presents the results of risk of bias assessment for
RobotReviewer and human reviewers. For the domain-
specific risk of bias. Low risk of bias was identified in 48.5%
of the trials by human reviewers while 59.9% by RobotRe-
viewer (p < 0.01) for random sequence generation, 63.3%
(1237/1955) versus 52.3% (1023/1955) for allocation conceal-
ment (p<0.01), 74.5% (1456/1955) versus 68.1%
(1332/1955) for blinding of participants and personnel
(p < 0.01), and 28.8% (563/1955) versus 38.5% (752/1955)
for blinding of outcome assessors (p < 0.01). The details of
the assessments made by human reviewers and by Robot-
Reviewer are presented in Table S2 (supplementary file).

The concordance rate was 63.1% for random sequence
generation, 83.3% for allocation concealment, 67.0% for
blinding of participants and personnel, and 77.1% for
blinding of outcome assessors.

Figure 2 illustrates the concordance rate by year
between RobotReviewer and human reviewers. The
included RCTs spanned from 1971 to 2020 in terms of
publication years. Generally, the concordance of the
assessments between RobotReviewer and human
reviewers did not suggest improvement over time. For the
domain-specific risk of bias, the concordance rate ranged
from 59.3% to 95.0% for random sequence generation,
from 40.0% to 74.7% for allocation concealment, from
68.7% to 90.6% for blinding of participants and personnel,
and from 55.4% to 75.0% for blinding of outcome assessors.

Cohen's kappa showed varying levels of agreement:
Fair for allocation concealment (x = 0.25, 95% CI: 0.21-
0.30) and blinding of outcome assessors (x = 0.27, 95%
CI: 0.23-0.31); Moderate for random sequence generation
(x = 0.46, 95% CI: 0.41-0.50) and blinding of participants
and personnel (k = 0.59, 95% CI: 0.55-0.64).

3.2 | RobotReviewer performance: PPA
and NPA

RobotReviewer demonstrated a high PPA for random
sequence generation (PPA = 0.84, 95%CIL: 0.81-0.86),
however, the NPA was much lower (NPA = 0.62, 95%CI.:
0.59-0.65). For blinding of participants and personnel,
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PubMed database (N=18,636)
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v
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A

Systematic reviews with meta-analysis of adverse events on healthcare intervention (N=511), with 55 were meta-analysis of incidence,
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Systematic reviews of healthcare intervention based on
RCTs, with at least one pairwise meta-analysis that contains 5 or more
studies with 2 by 2 table data available (N=201)

*  Less than 5 studies in all meta-analyses,
failed to report 2 by 2 table data (153)

*  Surgery or Device or other non-

pharmaceutical interventions (50)

151 systematic reviews with 629 meta-analyses involving 2305 RCTs

A 4

A

*  Duplicates (250)

RobotReviewer was unable to analyze (100)

A4

Included in analysis RCTs (n=1955)

FIGURE 1 Flow diagram of the literature screening.

there was a high PPA (PPA = 0.85, 95%CI: 0.83-0.86)
and high NPA (NPA = 0.80, 95%CI: 0.76-0.83). The PPA
in the domain of blinding of outcome assessors was lower
(PPA = 0.60, 95%CI: 0.55-0.64) while NPA was slightly
better (NPA = 0.70, 95%CI: 0.68-0.72). There was lower
PPA (PPA =0.62, 95%CI: 0.59-0.65) and NPA
(NPA = 0.65, 95%CI: 0.61-0.68) in the area of allocation
concealment. Details are presented in Table 1.

3.3 | Sensitivity analysis

Sensitivity analysis was performed by excluding RCTs
with the risk of bias assessed via supplementary materials
by human reviewers, and the results remained robust
(N = 1948); See Table 2. Our post-hoc sensitivity analysis
for RCTs with subjective outcomes also showed robust
results on Table S3. (supplementary file).
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TABLE 1 Agreement between RobotReviewer and human reviewers.
Human Concordance Kappa TP TN FP FN PPA NPA

RoB domain reviewers RobotReviewer (%) (95%CI) %) (%) (%) (%) (95%CI) (95%CI)
Random 948 1171 (59.9%) 72.7 0.46 406 322 193 79 0.84 0.62
sequence (48.5%) (0.41-0.50) (0.81-0.86) (0.59-0.65)
generation
Allocation 1237 1023 (52.3%) 63.1 0.25 39.3 237 13.0 239 0.62 0.65
concealment (63.3%) (0.21-0.30) (0.59-0.65) (0.61-0.68)
Blinding of 1456 1332 (68.1%) 83.3 0.59 63.0 204 52 115 085 0.80
participants and ~ (74.5%) (0.55-0.64) (0.83-0.86) (0.76-0.83)
personnel
Blinding of 563 752 (38.5%) 67.0 0.27 171 499 213 11.7 0.60 0.70
outcome (28.8%) (0.23-0.31) (0.55-0.64)  (0.68-0.72)
assessors
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(c) (d) A: Random sequence generation
m—— C , (%) B: Allocati
. C: Blinding of participants and personnel
Discordance, (%)
D: Blinding of outcome assessors
FIGURE 2 Concordance rate between RobotReviewer and human reviewers over time.
4 | DISCUSSION reviewers, with moderate agreement for some of the

In this study, we investigated the external validity of
RobotReviewer on automatic risk of bias assessment
using a large empirical dataset. The findings suggest that
there were domain-specific differences in the level of
agreement between RobotReviewer and human

domains (i.e., randomized sequence generation, blinding
of participants and personnel), while fair agreements for
the remaining domains (i.e., allocation concealment,
blinding of outcome assessors).

Our findings regarding random sequence generation
align closely with conclusions by Hirt et al.,° showing
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TABLE 2 Sensitivity analysis excluding RCTs with the risk of bias assessed via supplementary materials (N = 1948).
Human Robot- Concordance Kappa TP TN FP FN PPA NPA
RoB domain reviewers Reviewer (%) (95%CI) %) (%) (%) (%) (95%CI) (95%CI)
Random sequence 942 (48.4%) 1165 72.7 0.46 40.5 323 194 79 0.84 0.63
generation (59.8%) (0.41-0.50) (0.81-0.86)  (0.59-0.65)
Allocation 1231 1017 63.0 0.25 39.2 238 13.0 240 0.62 0.65
concealment (63.2%) (52.2%) (0.21-0.30) (0.59-0.65)  (0.61-0.68)
Blinding of 1449 1325 83.3 0.60 628 204 52 116 084 0.80
participants and (74.4%) (68.0%) (0.55-0.64) (0.83-0.86) (0.76-0.83)
personnel
Blinding of outcome 557 (28.6%) 748 67.0 0.27 170 500 214 11.6 0.59 0.70
assessors (38.4%) (0.22-0.31) (0.55-0.63) (0.68-0.72)

moderate agreements and good PPA while lower NPA
between RobotReviewer and human reviewers. For the
domain of blinding of outcome assessors, the results of
this survey are consistent with those of Armijo-Olivo's
colleagues, indicating fair Cohen's kappa and approxi-
mately 50% PPA and 70% NPA.” Notably, in terms of
blinding of participants and personnel or outcome asses-
sors, our assessment yielded higher agreement between
RobotReviewer and human reviewers compared to previ-
ous similar studies.”® This difference in performance
may likely be due to the fact that the RCTs used in these
studies were from different sources. The ‘samples’ used
in Hirt et al's® study were RCTs (n=190) from
23 Cochrane reviews on nursing, those used in Armijo-
Olivo et al.'s study’ were RCTs (n = 393) from 43 meta-
analyses from a sample of Cochrane reviews for physical
therapy, and those used in Gates et al.'s® were RCTs
(n = 1180) from 13 systematic reviews or methodological
studies from their own team. The “samples” used in our
study were RCTs (n = 1955) from 151 systematic reviews
for medication harms. Empirical evidence has shown that
only 43% of the published RCTs reported information
about medication harms."’

The concordance rate between RobotReviewer and
human reviewers, (63%-77%) is either comparable or
superior to evaluations reported for a panel of indepen-
dent authors (35%-71%)."® This suggests that RobotRe-
viewer may be a reasonable complementary tool in
practical applications. However, the concordance rate
remained steady within a certain range without any sig-
nificant increase over time. It is widely acknowledged
that standardized reporting increases the likelihood of a
more accurate risk of bias assessment. This observation
indicates that reporting randomized controlled trials
(RCTs) is not yet fully standardized, despite substantial
efforts made to improve reporting. These efforts include
the publication of good practice guidelines
(e.g, CONSORT 2010"), the refinement of quality

assessment tools,'* and the implementation of mandatory
registration.”® This highlights the persisting challenges in
achieving consistent and standardized RCT reporting.

4.1 | Implications for automatic
evidence synthesis practice

The above findings indicate that the performance of
RobotReviewer is comparable or even superior to evalua-
tions conducted by a panel of independent authors in cer-
tain aspects. It is essential to acknowledge that it cannot
entirely replace human evaluations. It exhibits certain
limitations that require attention and improvement. First,
its assessment of the risk of bias is restricted to a binary
classification, offering only “low risk” or “high/unclear
risk” labels, although this is not necessarily a problem. In
addition, currently the assessment of this tool is confined
to only four safeguards, namely random sequence gener-
ation, allocation concealment, blinding of participants
and personnel, and blinding of outcome assessors. It
overlooks other possible safeguards of which at least
36 exist across analytical study designs,”’ which makes
an automated comprehensive judgment of risk of bias
less feasible. Moreover, RobotReviewer currently lacks
interactivity with users; future improvements could be
directed towards a platform similar to ChatPDF, which
allows for interaction with users. Each interaction with
the system serves as a training opportunity, enabling con-
tinuous enhancement of its accuracy. Through this itera-
tive process of wuser interaction and training,
RobotReviewer has the potential to continually improve
its performance. The tool also relies on electronic ver-
sions of studies and renders it less user-friendly for older
or inaccessible studies, consequently reducing its overall
utility. Addressing these limitations is essential for
enhancing the effectiveness and usability of
RobotReviewer.
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Regarding the evaluation of RoB, the current recom-
mended practice involves reviewers independently asses-
sing the RoB of a trial and then reaching a consensus, as
well as details of automatic tools." The team at RobotRe-
viewer propose an alternative approach by incorporating
an automated method to replace one of the two
reviewers, ensuring there is still a double independent
evaluation.” However, Jardim argued that the tool should
not replace one of the two reviewers since an indepen-
dent assessment by two human reviews is more likely to
catch errors and provide valuable feedback to each
other,”! but RobotReviewer lacks this ability. In future
practical applications, it is essential to develop rapid
review products like RobotReviewer further. These tools
should include clear guidance for reviewers on when and
how to apply automation techniques. By providing advice
on leveraging automation appropriately, reviewers can
strike a balance between the efficiency and assistance
offered through automation.

4.2 | Strengths and limitations

To our knowledge, this is the largest validation study to
date investigating the agreement and reliability of Robot-
Reviewer compared to the consensus of human
reviewers. It is important to underscore that our database
has been checked three rounds to ensure the objective of
the evaluation. Consequently, manual evaluations are
more likely to align with the reference standards. More-
over, by incorporating almost 2000 RCTs and encompass-
ing a wide range of topics without restrictions, we
achieved enhanced representativeness and extrapolation
potential for the samples.

Some limitations deserve to be emphasized. First, we
were unable to quantitatively assess the time used by
RobotReviewer since we did not collect specific informa-
tion on the time required for both automatic and human
reviewer assessments. As a recommendation for future
research, we propose an approach involving three groups
of comparisons: The first group would consist of two
human reviewers for independent assessment. The two
remaining groups employed a semi-automated approach.
In the first arm, a human reviewer and RobotReviewer
independently conduct the assessment. In the second
arm, a human reviewer checks the results obtained by
RobotReviewer. By comparing the time and reliability
required for each group, a more comprehensive under-
standing of the benefits and efficiency of the semi-
automated approach can be achieved. Secondly, although
our search was not limited in terms of topics, it did
impose restrictions on safety outcomes. This limitation
may compromise the representativeness of current

studies, as empirical evidence indicates that only 43% of
published trials actually report safety data.'” Finally, out-
come specific safeguards in other RoB tools (not consid-
ered in this paper) may be a problem for RobotReviewer
as it can only perform a study specific assessment. There-
fore safeguards such as “The outcome was objective and/
or reliably measured” or “Cointerventions that could
impact the outcome were comparable between groups or
avoided” may not be feasible, though can easily be han-
dled by human reviewers.** This is a current limitation of
the RobotReviewer.

5 | CONCLUSIONS

Based on current evidence, RobotReviewer may serve as
a supplementary evaluation tool in practical applications.
However, the specific manner of its integration as an aux-
iliary tool requires further discussion and consideration.
Furthermore, it is worth noting that the reliability of
RobotReviewer has not shown obvious improvement
over time, posing a big challenge in achieving the perfec-
tion and standardization of RCT reports. Addressing this
issue remains a crucial area of focus for future efforts. As
RobotReviewer continues to evolve as a rapid review tool,
a series of ongoing evaluations of its reliability, utility,
and potential to enhance human work will be essential.
Such evaluations will offer valuable experience and guid-
ance in improving its practicability, and we can ensure
its optimal utility in assisting human reviewers in their
tasks.
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