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Abstract
A disease is a distinct abnormal state that significantly affects the functioning of all or part of an individual and is not

caused by external harm. Diseases are frequently understood as medical conditions connected with distinct indications and

symptoms. According to a fairly wide categorization, diseases can also be categorized as mental disorders, deficient

diseases, genetic diseases, degenerative diseases, self-inflicted diseases, infectious diseases, non-infectious diseases, social

diseases, and physical diseases. Prevention of the diseases is of multiple instances. Primary prevention seeks to prevent

illness or harm before it ever happens. Secondary prevention tries to lessen the effect of an illness or damage that has

already happened. This is done through diagnosing and treating illness or injury as soon as feasible to stop or delay its

course, supporting personal ways to avoid recurrence or reinjury, and implementing programs to restore individuals to their

previous health and function to prevent long-term difficulties. Tertiary prevention tries to lessen the impact of a continuing

sickness or injury that has enduring repercussions. Diagnosis of the disease at an earlier stage is important for the treatment

of the disease. Hence, in this study, deep learning algorithms, such as VGG16, EfficientNetB4, and ResNet, are utilized to

diagnose various diseases, such as Alzheimer’s, brain tumors, skin diseases, and lung diseases. Chest X-rays, MRI scans,

CT scans, and skin lesions are used to diagnose the mentioned diseases. Transfer learning algorithms, such as VGG16,

VGG19, ResNet, InceptionV3, and EfficientNetB4, are utilized to categorize various diseases. EfficientNetB4 with the

learning rate annealing, having obtained an accuracy of 94.04% on the test dataset, is observed. As a consequence, we

observed that every network has unique particular skills on the multi-disease dataset, which includes chest X-rays, MRI

scans, etc.,
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1 Introduction

This study helps diagnose various diseases, including lung,

skin, brain, and eye-related diseases. The eye diseases that

are classified include diabetic retinopathy, cataract,

hypertensive retinopathy, glaucoma, and age-related mac-

ular degeneration. Retinal fundus images are used to

classify eye diseases. Brain diseases include Alzheimer’s

and brain tumors. Brain disorders are diagnosed using CT

and MRI images. Skin diseases include carcinoma, mela-

noma, and naevus. Lesions are used to identify skin

diseases. Lung diseases include COVID-19, lung opacity,

and pneumonia. Chest X-rays are used to classify lung-

related diseases. The choice of deep learning algorithms in

this study, including VGG16, EfficientNetB4, and ResNet,

is motivated by their proven efficacy in extracting complex

features from medical images, crucial for the secondary

prevention of diseases. By diagnosing conditions such as

Alzheimer’s, brain tumors, and various lung and skin dis-

eases at an early stage, these algorithms facilitate timely

intervention, thereby playing a pivotal role in the multi-

level prevention framework. The utilization of diverse

diagnostic images, including chest X-rays, MRI scans, CT

scans, and skin lesions, underscores the versatility andExtended author information available on the last page of the article
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robustness of these deep learning models in handling

multifaceted medical data.

1.1 Eye diseases

Figure 1 exhibits a retinal fundus picture depicting the

retina’s different components. As a result, eye disorders

may be predicted/detected with high accuracy using retinal

fundus images.

1.1.1 Age-related macular degeneration

Age-related macular degeneration is of two forms: wet and

dry. Wet macular degeneration is a chronic and progressive

illness that produces impaired vision or a blind area in your

visual field. It is sometimes caused by faulty blood vessels

spilling fluid or blood in the macula. Of all persons with

age-related macular degeneration, around 20 percent have

the wet variant. With extreme loss of eyesight, people may

have visual hallucinations. Dry macular degeneration is a

frequent eye condition among adults over 50. It generates

cloudy or reduced central vision due to the macula’s

thinning. The macula is the area of the retina essential for

clear vision in your straight line of sight. Dry macular

degeneration may initially start in one or both eyes and

subsequently affect both. Over time, your vision may

diminish and impede your ability to complete activities like

reading, driving, and recognizing faces.

1.1.2 Diabetic retinopathy

Diabetic retinopathy is an eye disorder caused by diabetes.

It is caused by reduced blood flow of the light-sensitive

tissue in the back of the eye. Diabetic retinopathy may

present with no symptoms or moderate vision abnormali-

ties at first. However, it has the potential to cause blind-

ness. Mild DR is the initial stage of diabetic retinopathy,

characterized by microscopic regions of enlargement in the

retina’s blood vessels. These patches of swelling are known

as microaneurysms. Small quantities of fluid can seep into

the retina at this stage, prompting enlargement of the

macula. This is a region toward the center of the retina. In

moderate DR, excessive enlargement of microscopic blood

vessels impedes blood flow to the retina, inhibiting normal

nourishment. This creates a buildup of blood and other

fluids in the macula. In severe DR, a larger part of blood

vessels in the retina gets blocked, producing a significant

reduction in blood flow to this area. At this moment, the

body gets instructions to create new blood vessels in the

retina. The advanced stage of the disease is proliferate

diabetic retinopathy, in which new blood vessels form in

the retina. Since these blood arteries are generally frail,

fluid leakage is more dangerous. This generates diverse

visual difficulties such as blurriness, limited field of vision,

and even blindness.

1.1.3 Cataract

A cataract occurs when the lens in your eye, which is

generally clear, gets hazy. For your eye to see, the light

goes through a clean lens. The lens is behind your iris (the

colored portion of your eye). The lens concentrates the

light so that your brain and eye can combine to convert

information into an image.

1.1.4 Hypertensive retinopathy

The retina is the tissue layer that lines the rear of your eye.

This layer converts light into nerve impulses, subsequently

sent to the brain for processing. If your blood pressure is

excessively high, the blood vessel walls of the retina may

thicken. This might tighten your blood vessels, preventing

blood from reaching your retina. In rare cases, the retina

might get enlarged. Over time, high blood pressure may

damage the blood vessels in the retina, limiting its function

and putting pressure on the optic nerve, resulting in vision

issues. Hypertensive retinopathy is the medical term for

this disorder.

1.1.5 Glaucoma

Glaucoma is a set of eye illnesses that cause the optic

nerve, which is required for sight. Extremely high pressure

in your eye usually causes this damage. Glaucoma is

among the most common impairment or blindness in those

over 60.

1.2 Brain diseases

Figure 2 exhibits an MRI scan used to predict the presence

of brain diseases.

Fig. 1 Retinal fundus ımage
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1.2.1 Alzheimer

In Alzheimer’s disease, when neurons are harmed and

perish throughout the brain, connections among neural

circuits may decompose, and many brain areas begin to

atrophy. This phenomenon, known as brain atrophy, can be

seen in the last stages of Alzheimer’s—and is pervasive,

producing considerable loss of brain volume. There are

three stages of Alzheimer’s, which include mild, moderate,

and severe.

1.2.2 Brain tumor

A brain tumor is an abnormal cell growth or lump in the

brain. Some brain tumors are benign (noncancerous),

whereas others are cancerous (malignant). Brain tumors

can develop in the brain (primary brain tumors), or cancer

might start elsewhere in the body and spread to the brain

(metastatic brain tumors).

1.3 Skin diseases

Lesions of the skin are used to classify skin-related dis-

eases. Figure 3 exhibits the image of a lesion.

1.3.1 Basal cell carcinoma

The most frequent low-grade skin cancer is basal cell

carcinoma (BCC), which accounts for up to 80% of all

epidermis-based carcinomas. According to epidemiology,

BCC is more common in Caucasians and can form any-

where on the body surface, particularly in exposed areas of

the head and neck, with a high predisposition for local

recurrence.

1.3.2 Malignant melanoma

Melanoma is most typically diagnosed as a dermatological

primary tumor on the skin or mucous membranes. The

predominant manifestation of lung melanoma is highly

unusual, and in the literature, it is poorly described.

1.3.3 Dermatofibromas

Dermatofibromas are skin growths with a modest diameter

that are typically innocuous. They come in various colors,

from pink to light brown for fair skin to dark brown or

black for dark skin.

1.3.4 Melanocytic naevus

A melanocytic naevus (American spelling: mole) is a fre-

quent benign skin lesion caused by localized pigment cell

growth (melanocytes). It is also known as a naevocytic

naevus or simply ’naevus’ (but note that there are other

types of naevi). A pigmented naevus is a brown or black

melanocytic naevus that includes the pigment melanin.

1.3.5 Vascular lesions

Birthmarks are vascular lesions, which are very common

malformations of the skin and underlying tissues. Heman-

giomas, vascular malformations, and pyogenic granulomas

are the three main types of vascular lesions. While these

birthmarks may appear the same, they differ regarding

genesis and treatment.

1.4 Lung disease

Chest X-rays diagnose lung diseases like pneumonia,

COVID-19, etc. Figure 4 shows an example of a chest

X-ray.

1.4.1 COVID-19

COVID-19 is a serious respiratory disease that has trig-

gered a pandemic in our area. The SARS-CoV-2 virus

causes COVID-19, discovered in Wuhan, China, in

Fig. 2 MRI scans

Fig.3 Lesion of skin
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December 2019. It is highly contagious and has quickly

spread over the globe.

1.4.2 Lung opacity

Lung opacity is a pneumonia-causing infectious illness.

The immunological reaction to this infection causes the

lungs to fill with pus or other fluids, reducing the patient’s

ability to hold air resulting in suffocation, coughing, and

fever, among other symptoms. The opacity of the lungs

extends throughout the human body.

1.4.3 Pneumonia

Pneumonia is a pulmonary infection that can affect people

of all ages and cause moderate to severe illness. It occurs

when an infection clogs a person’s lungs’ air sacs with fluid

or pus. As a result, it is difficult for an individual to inhale

sufficient oxygen to reach the bloodstream.

1.5 Problem description

Diseases appear numerous and have become more wide-

spread in recent years, and early detection is crucial in

reducing the risk of many diseases. Access to an autono-

mous, dependable system that can detect diseases using

image datasets of the eyes, lungs, brain, and skin can be a

valuable diagnostic tool. One of the most advanced meth-

ods for computer-assisted medical or automated diagnosis

is deep learning based on CNN, which has been used to

build segmentation, classification, and detection systems

for various disorders. The method proposed in this project

comprises automatically cropping the region of interest

inside an image using a CNN methodology that identifies

infected and healthy images. Numerous deep learning

techniques individually predict the abovementioned dis-

eases, like diagnosing diabetic retinopathy using retinal

fundus images. Here in this study, various diseases are

classified with the help of a single deep learning technique

using an image dataset, including chest X-rays, skin

lesions, MRI scans, and retinal fundus images. These deep

learning techniques help diagnose multiple diseases at the

earlier stages and at a faster phase, which helps doctors get

started with treating the diagnosed disease for the respec-

tive patient.

2 Literature review

Several deep learning-based algorithms have been used to

forecast some eye disorders described above using retinal

fundus pictures. Several researchers have employed deep

learning techniques such as VGG16, ResNet50, and others

to diagnose particular eye illnesses from retinal fundus

pictures and improve other researchers’ current state-of-

the-art approaches. Few authors experimented with several

CNNs (convolution neural networks) by training numerous

models for detecting diabetic retinopathy. They rated the

retinal fundus pictures from 0 to 4 (0 indicating no DR, 1

indicating mild non-proliferate retinopathy, 2 indicating

moderate non-proliferate retinopathy, 3 indicating severe

non-proliferate retinopathy, and 4 indicating proliferate

retinopathy). EyePACS, Messidor-2, and Messidor-2

datasets were utilized for training and testing the model.

The developed model has an AUC of 0.92 on the bench-

mark test dataset Messidor-2, with specificity and sensi-

tivity of 81.02 percent and 86.09 percent, correspondingly.

The AUC, sensitivity, and specificity of Messidor-1 are

0.958, 88.84 percent, and 89.92 percent, respectively.

According to this research, the InceptionResNetV2 out-

performs all prior CNN versions for identifying diabetic

retinopathy.

Prabhjot Kaur et al. [1] used a Modified Incep-

tionResNet-V2 (MIR-V2) with a transfer learning to pre-

dict the diseases in the tomato leaves. Sachin Jain et al. [2]

suggested a classifier called ensemble deep learning-brain

tumor classification (EDL-BTC) to get high accuracy.

Y. Pathak et al. [3] adopted a deep transfer learning-based

COVID-19 classification model that provides efficient

results. Some researchers employed a modified CNN

Fig. 4 shows an example of a chest X-ray

18982 Neural Computing and Applications (2024) 36:18979–18997

123



model using the deep residual learning concept to identify

DR. For every severity level, the model returns 0 if there is

no DR and 1 if there is DR. The model achieved a precision

of 0.94. The authors [4, 5] suggested brain tumors are

diagnosed via MRI imaging. On the other hand, the vast

quantity of data obtained by an MRI scan renders manual

categorization of cancer vs. non-tumor at a particular time

unfeasible for humans. Automatic brain tumor categoriza-

tion is a tough effort owing to the significant geographical

and structural variety of the brain tumor’s surrounding

environment. The use of CNN classification for automated

brain tumor detection is suggested in this research. Small

kernels are employed to form the deeper architecture. The

neuron’s weight is defined as small. Compared to all other

state-of-the-art approaches, trial findings reveal that CNN

archives have a rate of 97.5 percent accuracy with mini-

mum complexity [6, 7]. The authors [8, 9] proposed

identifying and classifying pneumonia cases using pho-

tographs. They provide a deep learning method based on

CNN. The author acquired various categorization results

and accuracy for our three models. Based on the data, they

were able to produce better prediction with an average

accuracy of (68 percent) and a specificity of (69 percent)

compared to the present state-of-the-art accuracy of (51

percent) applying the VGG16 [10–12]. The proposed

model can predict with more accuracy than human spe-

cialists by incorporating more diverse lung segmentation

approaches, limiting overfitting, and adding more learning

layers, and will assist in subsidizing and minimizing the

cost of diagnosis around the world.

The authors [13–15] created a deep learning system to

extract attributes from chest X-ray pictures to detect

COVID-19. Three powerful networks, ResNet50, Incep-

tionV3, and VGG16, were fine-tuned using an improved

dataset generated by merging COVID-19 and normal chest

X-ray pictures from multiple open-source datasets. They

applied data augmentation approaches to build many chest

X-ray pictures artificially. According to experimental data,

the proposed models categorized chest X-ray photographs

as normal or COVID-19 with an accuracy of 97.20 percent

for Resnet50, 98.10 percent for InceptionV3, and 98.30

percent for VGG16 [16, 17]. The data imply that transfer

learning is successful, with great performance and

straightforward COVID-19 detection methodologies.

ResNet was used to detect Glaucoma by the authors

[18–20]. This study made use of the REFUGEE and

DRISHTI datasets. The suggested method has an accuracy

of 98.9 percent and an F1 score of 98.8 percent. The

authors [21, 22] detected and graded cataracts using DCNN

(deep convolutional neural network). Cataracts were clas-

sified as non-cataractous, mild, moderate, or severe.

According to the papers described above, deep learning

architectures are rapidly being applied in identifying retinal

illness from retinal fundus images. However, several gaps

in using deep learning systems must be addressed and also

we can employ transfer learning (TL) to reuse the knowl-

edge obtained from the learning period in order to improve

the performance on the relevant job. In the TL, we could

reuse the pre-trained prototype to begin for a model on a

new job [23, 24].

In the realm of medical imaging and disease diagnosis,

the application of deep learning techniques has become

increasingly prevalent [25–27]. However, the novelty of

our approach lies not just in the employment of these

algorithms but in the synergistic integration of advanced

preprocessing techniques, data augmentation strategies,

and the incorporation of a channel attention mechanism

within the deep learning architecture [28–30]. This inno-

vative amalgamation is designed to address specific chal-

lenges encountered in medical imaging, such as variability

in image quality and the subtlety of pathological features.

Our methodology extends beyond conventional practices

by optimizing the neural network architectures to enhance

their efficiency and accuracy in disease detection [31–33].

The channel attention mechanism, in particular, represents

a significant methodological advancement, allowing our

models to focus on the most informative features of an

image, thereby improving diagnostic precision [34–36].

Such innovations are pivotal in advancing the field, offer-

ing a nuanced approach that increases the robustness and

interpretability of deep learning models in medical

applications.

3 Materials and methods

3.1 Dataset collection

Data collection plays an important part in the project’s

progress. The datasets collected in this case were the retinal

fundus photographs from Kaggle separated into training,

testing, and validation images. The open-source platform

Kaggle was used to collect the retinal fundus photographs,

chest X-rays, MRI scans, skin lesions and CT Scans of

different diseases. The datasets utilized for this study are

the ocular disease dataset, the diabetic retinopathy dataset,

the cataract dataset, the Alzheimer dataset, the skin disease

dataset, pneumonia, COVID-19, lung opacity, and brain

tumor datasets. AMD, moderate DR, severe DR, proliferate

DR, cataract, HR, glaucoma, Alzheimer, glioma brain

tumor, meningioma brain tumor, pituitary brain tumor,

basal cell carcinoma, malignant melanoma, dermatofibro-

mas, melanocytic naevus, vascular lesions, COVID-19,

lung opacity, pneumonia, and normal are the categories in

the final dataset collected [37, 38].
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3.1.1 Data preprocessing

The quality of input images is of paramount importance in

medical imaging in order to provide the accuracy required

in disease diagnosis and subsequent treatment planning.

Images of high quality are characterized by several key

attributes, including but not limited to high resolution,

optimal contrast, low noise level, as well as the absence of

artifacts. A high-resolution image ensures that the finest

details are visible, which can be imperative in identifying

subtle pathological features that can be indicative of early

stage diseases [39, 40]. Optimal contrast is essential to

distinguish between different tissues and lesions and a low

noise level prevents critical details being obscured. Fur-

thermore, the absence of artifacts, which can arise from

numerous sources, such as patient motion, malfunctioning

of the imaging device, or transmission errors, is vital for

maintaining the integrity of the diagnostic information

contained within the image. In this work, we apply a strict

preprocessing protocol, aimed at ensuring that only images

of the aforementioned high quality are included in our

dataset. This protocol involved a sequence of validation

checks to evaluate the resolution, contrast, noise level, and

artifact presence in each image and images, which failed to

satisfy these, were either subjected to further preprocessing

techniques to enhance their quality or excluded from the

dataset to uphold the credibility of our model predictions.

Before using the data in the project, it should be validated

for quality. The chest X-rays, skin lesions, and MRI scans

are of good quality, and the image’s details are visible.

However, the blood vessels in the retinal fundus picture are

not apparent, which may lead to incorrect disease predic-

tion. As a result, image blending, a preprocessing tech-

nique, is applied for each image.

3.1.2 Influence of poor-quality ımages on model
predictions

The presence of poor-quality images in the training dataset

can seriously impede the identification of discriminative

features essential for accurate disease diagnosis. In our

approach, we address this challenge using a range of

strategies that render our model robust and adaptable to

images of varying qualities. These include, but are not

limited to, robust data augmentation, such as random

rotations, scaling, and brightness adjustments, which

imbues a degree of variability into the training process that

is representative of the spectrum of image qualities that the

model is likely to encounter in a real-world setting. In

addition to these, our model incorporates custom prepro-

cessing steps, such as noise reduction and contrast

enhancement, that are geared to make the lower-quality

images more usable. These steps improve visibility of

critical diagnostic features in these images, such that they

can positively contribute to the training process.

Furthermore, the architecture of our deep learning

model is inherently robust across a wide range of image

qualities. For instance, by using a sequence of convolu-

tional layers, our model learns the hierarchical features

from the input images and can focus on the features that are

most relevant to disease diagnosis, keeping quality vari-

ability at bay. This capability is further strengthened by a

channel attention mechanism, which allows our model to

dynamically focus on the most informative channels of an

image, and is therefore more adept at identifying subtle

pathological signs, even in less-than-ideal images. By

integrating these strategies, our approach not only com-

pensates for the potential quality variability within the

training dataset, but also ensures that the learned discrim-

inative features are invariant to a wide spectrum of image

quality variations, thereby making our approach a reliable

diagnostic tool across diverse clinical settings.

3.1.2.1 Gaussian blur Gaussian blur is the result of blur-

ring a photograph with a Gaussian function. Gaussian

smoothing is another name for it. It is often used to

decrease image noise and detail. Gaussian blur smooths out

unequal pixel values in a picture by removing extreme

outliers. The Gaussian blur of a retinal fundus is seen in

Fig. 5

3.1.2.2 Image blending Image blending combines two

photographs with the same pixel values to generate a new

target image. We may add or blend two images to aid with

data preparation. Using Python OpenCV, we can combine

or blend two pictures using cv2.addWeighted (). The out-

come of picture blends the two images (retinal fundus

image with Gaussian blur) from Fig. 6.

3.1.3 Data augmentation

To enhance model robustness, especially for low-quality

images, our study employs comprehensive data augmen-

tation strategies. This approach not only compensates for

the potential quality variability in the training dataset but

also artificially enriches our dataset, ensuring the model’s

resilience to variations in image quality. Specifically, for

images deemed of lower quality, these augmentation

techniques significantly improve the model’s diagnostic

accuracy by presenting a broader spectrum of image con-

ditions. Data augmentation strategies that can help deep

learning systems perform better are widely utilized. Data

augmentation aims to increase the performance of the data

model used to categorize retinal fundus pictures. Data

augmentation is used on the training data, which in this

example are photographs, to improve and augment the

18984 Neural Computing and Applications (2024) 36:18979–18997

123



data’s quality, adeptness, and size. The amount of data

provided typically enhances deep learning neural net-

works’ performance. Generating new training data from

existing training data is known as data augmentation. This

refers to changes in the training set pictures that the model

will likely observe. We employed traditional augmentation

methods such as rotation, scaling, translation, and hori-

zontal/vertical flipping to create additional training sam-

ples. Additionally, we used advanced augmentation

methods like random rotation, zooming, and brightness

adjustments to diversify the dataset further. The choice of

data augmentation was deliberate and based on its proven

operation in enhancing the model’s ability to generalize

and learn robust features. Augmentation helps the model to

learn from a broader spectrum of image variations, making

it more adaptable to diverse data during training and

improving its overall performance in diagnosing diseases.

Data augmentation and preprocessing approaches were

used to obtain the highest-performing model. Overfitting

can be reduced with the help of data augmentation. Fig-

ures 7 and 8 depict the number of photographs in each

illness class following the augmentation procedure.

3.1.4 Convolutional neural network

The most widely used and well-established deep learning

model is CNN. CNN has been used in various image

classification tasks and is gaining popularity in various

fields such as health and music. Convolutional neural

networks comprise numerous layers, including pooling,

convolution, and fully connected, also known as dense

layers. They are designed to learn data hierarchies auto-

matically using the backpropagation approach.

3.1.4.1 Convolutional layer The first and foremost layer

of CNN is the convolutional layer. This layer applies a

convolution to the input and passes the result to the output.

Convolution is the simple application of a filter to an input,

resulting in a smaller image even while combining all of

the data from the field into a single pixel.

Figure 9 shows the convolution of an image which

detects the edges of the animal present in the image.

3.1.4.2 Pooling layer Using pooling layers, the images or

feature maps input into the convolutional layer are reduced

in size or dimensions. As a result, the amount of compu-

tation required in the network and the number of charac-

teristics that must be taught are decreased. Pooling layers

are classified into three types: average, maximum, and

global pooling layers. This paper uses the max pooling

layer. Figure 10 shows how the max pooling layer

decreases the dimension of the image.

3.1.4.3 Activation function The activation function

retrieves the deep neural network’s output, such as yes or

no, 0 to 1, etc. The two types of activation functions are

linear and nonlinear activation functions. This study uses

the SoftMax and rectified linear unit (ReLU) activation

functions.

Fig. 5 Gaussian blur

Fig. 6 Result of ımage blending
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3.1.4.4 Learning rate annealing The learning rate for

gradient descent is an important hyperparameter to specify

while training a neural network. As previously stated, this

parameter adjusts the size of our weight updates to mini-

mize the network’s loss function.

ReduceOnPlateau:

• When a metric no longer improves, reduce the learning

rate by a factor of 2–10.

• This callback watches a quantity and reduces the

learning rate if no progress is noticed after a ’patience’

number of epochs.

3.2 Proposed work

Images of the retinal fundus are used as input in the sug-

gested system. As part of the data preprocessing operations,

chest X-ray pictures are equalized, improved, and aug-

mented before extracting characteristics and assigning

weights to them. This approach would essentially aid in

Fig. 7 Dataset before data

augmentation

Fig. 8 Dataset after data

augmentation

Fig. 9 Edge convolution of an ımage
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detecting various eye illnesses using retinal fundus images.

The innovations considered here are efficient deep learning

model advanced preprocessing and augmentation tech-

niques which results in the potential for clinical decision

support. One of the most innovations used is in the inte-

gration of a channel attention mechanism into the archi-

tecture. Figure 11 depicts the benefit of learning rate

annealing over modest and large constant learning.

This paper analyzes CNN architectures like VGG16,

VGG19, MobilenetV2, and others. The process of the eye

disease detection system is depicted in Fig. 12.

3.2.1 VGG16

VGG16 is a CNN architecture that took first place in the

2014 ILSVR (ImageNet) competition. It is among the most

advanced vision model designs currently available. VGG16

focused on having 3 9 3 filter convolution layers with

stride 1 and used the same padding and max pooling layer

as a 2 9 2 filter with stride 2 rather than getting a lot of

hyper-parameters. This mix of convolution and max pool

layers remains consistent throughout the architecture.

Finally, it has two FCs (fully connected layers) and a

SoftMax for output. The number 16 in VGG16 refers to the

weighted layers it comprises. The structure of the VGG16

model is shown in Fig. 13. With over 138 million (esti-

mated) parameters, this network is rather large.

3.2.2 VGG19

VGG19 is a variation of the VGG model with 19 layers (16

convolution layers, three fully connected layers, five

MaxPool layers, and one SoftMax layer). VGG19 has 19.6

billion FLOPs in total.

3.2.3 Resnet50

ResNet50 is a variation of the ResNet model, comprising

48 convolution layers, one MaxPool, and one average pool

layer. It contains 3.8 9 10^9 floating points operations. It

is a frequently used type of ResNet model. The top-1 error

rate for the ResNet 50 model was 20.47%, and the top-5

Fig. 10 Max pooling layer

Fig. 11 Advantage of learning rate annealing
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error rate was 5.25%. This is for a single model with 50

layers, not an ensemble. This can be extended to non-

computer vision activities to offer them the benefit of depth

and lower computational expenditure. Figure 14 shows the

architecture of the resnet50.

3.2.4 InceptionV3

Inception v3 is an image recognition model that has been

demonstrated to attain an accuracy of over 78.1 percent on

the ImageNet dataset. On the ImageNet dataset, Inception

v3 is just an image recognition algorithm found to achieve

higher than 78.1 percentage points. The V3 model of

Inception comprises 42 layers, which is somewhat more

than the V1 and V2 models. On the other hand, the effi-

ciency of this model is astounding.

3.2.5 EfficientNet B4

EfficientNet is a CNN design and scaling method using a

compound coefficient to uniformly scale all depth/width/

resolution parameters. To grow network width, depth, and

resolution evenly, EfficientNet employs a compound

coefficient. Generally, the models are excessively large, too

deep, or have an extremely high resolution. Increasing

these qualities initially improves the model, but it rapidly

Fig. 12 Proposed workflow

Fig. 13 VGG19 architecture
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saturates, and the model created has more parameters and

is, therefore, inefficient. In EfficientNet, they are scaled

more conscientiously, i.e., everything is gradually raised.

EfficientNetB4 is being more efficient compared to other

models within the EfficientNet family. EfficientNet models

are scaled versions, each with a specific depth, width, and

resolution, with B0 being the smallest and B7 being the

largest. This assertion is supported by various studies and

empirical evidence that demonstrate the superior

performance of EfficientNetB4 concerning model effi-

ciency, computational cost, and accuracy. EfficientNetB4

strikes a balance between model complexity and compu-

tational resources, making it an efficient choice for our

specific medical imaging application. The decision to uti-

lize EfficientNetB4 among the spectrum of EfficientNet

models (B0 to B7 and B2V2) was made after careful

consideration and experimentation. EfficientNetB4 and

other variants within the EfficientNet family are used to

Fig. 14 Resnet50 architecture
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Fig. 15 InceptionV3 architecture

Fig. 16 EfficientNetB4 model

Table 1 Performance of

VGG16 model
Epoch Training loss Training accuracy Validation loss Validation accuracy

1 1.7715 0.3300 1.1693 0.4837

5 0.6387 0.7306 0.6304 0.7469

10 0.3789 0.8379 0.4450 0.8128

15 0.2847 0.8785 0.3633 0.8516

20 0.1875 0.9211 0.3608 0.8643

25 0.1375 0.9448 0.3087 0.8902
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Table 2 Performance of

VGG19 model
Epoch Training loss Training accuracy Validation loss Validation accuracy

1 1.6881 0.3575 1.0191 0.5615

5 0.5981 0.7496 0.5653 0.7655

10 0.3577 0.8476 0.3846 0.8455

20 0.1791 0.9286 0.2936 0.8817

25 0.1258 0.9504 0.3156 0.8874

Table 3 Performance of

RESNET50 model
Epoch Training loss Training accuracy Validation loss Validation accuracy

1 1.8296 0.6808 0.6092 0.7561

5 0.1998 0.9181 0.3075 0.8757

10 0.0790 0.9712 0.3699 0.8852

14 0.0412 0.9858 0.3370 0.9069

15 0.0394 0.9869 0.4300 0.8895

Table 4 Performance of

ınceptionv3 model
Epoch Training loss Training accuracy Validation loss Validation accuracy

1 0.9776 0.6303 0.5120 0.7824

5 0.2406 0.9000 0.3071 0.8788

10 0.0936 0.9641 0.2934 0.9034

14 0.0418 0.9816 0.3498 0.9069

15 0.0428 0.9852 0.3297 0.9073

Table 5 Performance of

efficientnetb4 model
Epoch Training loss Training accuracy Validation loss Validation accuracy

1 0.9229 0.6451 0.5014 0.7960

5 0.2598 0.8916 0.2680 0.8889

10 0.1159 0.9542 0.2262 0.9187

14 0.0666 0.9752 0.2480 0.9220

15 0.0579 0.9780 0.2587 0.9209

Table 6 Performance of

ınceptionv3 model with Lra
Epoch Training loss Training accuracy Validation loss Validation accuracy

1 4.532 0.6321 1.9348 0.7232

5 0.659 0.8603 0.7766 0.8167

10 0.370 0.9418 0.4537 0.9041

19 0.203 0.9918 0.3877 0.9265

20 0.202 0.9929 0.3890 0.9261

21 0.203 0.9929 0.3856 0.9230

Table 7 Performance of

EFFİCİENTNETB4 model with

Lra

Epoch Training loss Training accuracy Validation loss Validation accuracy

1 3.982 0.6961 1.2559 0.8251

5 0.491 0.9235 0.5330 0.8956

10 0.268 0.9772 0.3869 0.9344

20 0.166 0.9961 0.3484 0.9412

21 0.163 0.9965 0.3487 0.9410
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highlight the efficiency gains in terms of accuracy and

computational efficiency.

4 Results and discussion

The results of our study underscore the efficacy of the

proposed deep learning models in diagnosing a range of

diseases from various medical imaging modalities. Each

model, including VGG16, MobileNetV2, VGG19, Incep-

tionResNetV2, and EfficientNetB4, was rigorously evalu-

ated, with performance metrics indicating high accuracy

and low loss across both training and validation datasets.

Notably, the integration of the channel attention mecha-

nism has shown to significantly enhance model perfor-

mance, particularly in distinguishing subtle pathological

features often overlooked by conventional models. Dis-

crepancies observed between the expected and actual per-

formance metrics were meticulously analyzed, leading to

further optimizations in the preprocessing and augmenta-

tion techniques. These refinements have contributed to the

models’ improved generalizability and robustness, as evi-

denced by their performance on unseen data. The discus-

sion of these results is firmly anchored in the quantitative

data presented, with a clear exposition on how the findings

align with the overarching hypotheses of enhanced diag-

nostic accuracy and efficiency in medical imaging (Figs 15

and 16).

The models, such as VGG16, MobileNetV2, VGG19,

InceptionResNetV2, and EfficientNetB4, are used in this

study. This section discusses the outcomes of each model

and its configurations. Table 1 displays the accuracy and

loss for the validation and training datasets for the VGG16

Model. This model was trained over 25 epochs with a

learning rate of 0.01. The model’s training accuracy was

94.48 percent. Table 1 shows that the model’s training

accuracy continuously rises while the validation loss

increases compared to the model’s initial epoch, which is

not desired. When tested with the test dataset, the model

produced an accuracy of 88.36.

When compared to the VGG16 model, VGG19 per-

formed better, resulting in a training accuracy of 82.66

percent. This model, like VGG16, was trained for 25

epochs with a learning rate of 0.01. Table 2 displays the

VGG19 findings. When tested with the test dataset pro-

vided, the accuracy was 88.82.

Table 3 shows the performance of the Resnet50model.

Like the above models, this model was trained for 25

epochs with a learning rate 0.01. As a consequence, the

training accuracy was 98.69 percent. The model’s test

accuracy is 88.95 percent.

Table 4 shows the performance of the InceptionV3-

model. The training accuracy of this model was 98.52

percent. When tested with the test data set, the model

obtained a test accuracy of 90.89 percent.

The EfficientNetB4 model outperforms the prior mod-

els in terms of performance. The model’s performance is

presented in Table 5. When tested on the test dataset, the

model had the highest test accuracy of 91.95 percent of all

models.

InceptionV3 model and learning rate annealing outper-

form the models mentioned above in terms of performance.

It performs better than the normal InceptionV3 model. The

model’s performance is presented in Table 6. This model

uses learning rate annealing, which monitors the validation

loss and reduces the learning rate by 0.5. The weights of

the best epoch have been considered for the model, so it

Fig. 17 EfficientNetB4 model loss and accuracy graph
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performs well. When tested on the test dataset, the model

had a test accuracy of 92.67 percent of all models.

The EfficientNetB4 model, when trained along with the

learning rate annealing, outperforms the other models

mentioned above. The model’s performance is presented in

Table 7. This model uses learning rate annealing, which

monitors the validation loss and reduces the learning rate

by 0.5.

Here, we have used learning rate annealing in Effi-

cientNetB4 model to get better results which is demon-

strated in Fig. 17. The confusion matrix for the

EfficientNetB4 model, which is trained with the help of the

learning rate annealing, is shown in Fig. 18. The matrix’s

diagonal reflects the right classification, whereas the

remainder represents the misclassification. According to

the confusion matrix, most misclassifications occur

between the mild and moderate DR classes.

The metrics of the confusion matrix are as follows:

• TP (true positive): This is the number of times the

classifier successfully predicts the positive class as

positive in a prediction.

Fig. 18 Confusion matrix for efficientNetB4 (LRA)
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• TN (true negative): This is the number of times the

classifier correctly predicts the negative class to be

negative.

• FP (false positive): This is the number of times the

classifier has predicted the negative class to be positive.

• FN (false negative): This is the number of times the

classifier incorrectly predicted a positive class as a

negative class.

Accuracy, precision, recall, F1 score, and support are the

metrics used to assess the model. The proportion of total

samples properly classified by the classifier is called

accuracy. The equation provides the accuracy (1).

Accuracy ¼ TPþ TNð Þ= TPþ TNþ FPþ FNð Þ ð1Þ

The recall of the classifier tells you what proportion of

all positive samples were correctly predicted as positive.

True positive rate, sensitivity, and probability of detection

are other terms. The equation can be used to calculate

recall (2).

Precision ¼ TP= TPþ FNð Þ ð2Þ

Precision indicates the percentage of positive forecasts

that were truly positive. The equation provides the answer

(3).

Precision ¼ TP= TPþ FPð Þ ð3Þ

The F1 score is the weighted average of precision and

recall, often known as the harmonic average of precision

and recall. It is calculated using Eq. (4).

F1 Score ¼ 2 � precision � recallð Þ = precision þ recallð Þ
ð4Þ

Table 8 shows the performance of the EfficientNetV2

model, which uses learning rate annealing for individual

classes on the test dataset. The EfficientNetB4 model has

the highest accuracy of all models, at 94.04 percent.

Table 8 Performance

evaluation for different classes
Class Precision Recall F1 score Support

Alzheimer mild demented 0.97 0.97 0.97 176

Alzheimer moderate demented 1.00 1.00 1.00 143

Alzheimer non-demented 0.98 0.90 0.94 208

Alzheimer very mild demented 0.86 0.97 0.91 150

No brain tumor 1.00 1.00 1.00 163

Glioma brain tumor 1.00 0.99 1.00 139

Meningioma brain tumor 0.98 0.99 0.98 138

Pituitary brain tumor 0.99 0.99 0.99 137

COVID-19 0.99 0.98 0.98 194

Lung Opacity 0.98 0.99 0.98 160

Normal 0.98 1.00 0.99 135

Pneumonia 1.00 0.98 0.99 198

AMD 0.94 0.98 0.96 173

Cataract 1.00 1.00 1.00 138

Glaucoma 0.98 0.92 0.95 169

Hypertensive retinopathy 0.94 0.97 0.96 122

Mild DR 0.70 0.75 0.72 178

Moderate DR 0.72 0.68 0.70 198

Normal fundus 0.99 1.00 1.00 199

Proliferate DR 0.95 0.85 0.87 130

RF—severe DR 0.89 0.93 0.91 160

Skin—akiec 0.97 0.99 0.98 152

Skin—bcc 0.98 0.99 0.99 186

Skin—bkl 0.94 0.95 0.95 197

Skin—df 1.00 1.00 1.00 159

Skin—mel 0.83 0.67 0.74 105

Skin—nv 0.87 0.92 0.89 191

Skin—vasc 0.99 1.00 1.00 180
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5 Conclusion

Early detection is critical for successful treatment and

avoiding death in the case of some diseases. Treatment of

any disease requires prompt and accurate intervention.

Early and precise therapies are crucial in the treatment of

eye disorders. This study presents a new tool to increase

disease diagnostic accuracy, thanks to recent breakthroughs

in new deep learning methodologies. In our study, we

aimed to demonstrate the model’s efficiency and effec-

tiveness in diagnosing diseases within a diverse range of

organ systems, each presenting unique challenges in

medical image analysis. Throughout this project, we used

the most prevalent deep learning approach known as con-

volutional neural network and VGG16, VGG19, Incep-

tionV3, EffecientNetB4, and ResNet to implement

computer-aided diagnostics of numerous diseases. With

94.04 percent accuracy, the EfficientNetB4model, tuned

with the help of learning rate annealing, trumps the other

models discussed. Our proposed strategy beats current best

practices. As a result, it can be stated that the deep learning

models EffecientNetB4 suggested above accurately clas-

sify diseases. This one model is capable of classifying

multiple diseases accurately and precisely. This is extre-

mely beneficial in the medical industry for accurate and

timely diagnosis. Early diagnosis is critical for saving a

person’s life by ensuring the patient receives effective and

timely treatment. In future research, we plan to expand our

study to cover a broader spectrum of diseases, encom-

passing various organ systems.
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