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Abstract

Identity comparisons of photographs of unfamiliar faces are prone to error but important for

applied settings, such as person identification at passport control. Finding techniques to

improve face-matching accuracy is therefore an important contemporary research topic.

This study investigated whether matching accuracy can be improved by instruction to attend

to specific facial features. Experiment 1 showed that instruction to attend to the eyebrows

enhanced matching accuracy for optimized same-day same-race face pairs but not for

other-race faces. By contrast, accuracy was unaffected by instruction to attend to the eyes,

and declined with instruction to attend to ears. Experiment 2 replicated the eyebrow-instruc-

tion improvement with a different set of same-race faces, comprising both optimized same-

day and more challenging different-day face pairs. These findings suggest that instruction to

attend to specific features can enhance face-matching accuracy, but feature selection is cru-

cial and generalization across face sets may be limited.

Introduction

The comparison of one face photograph to another, to establish whether these depict the same

person, is surprisingly difficult when the depicted targets are not known to the observer (for

reviews, see, e.g., [1–4]). This difficulty is observed when identity comparisons are based on

highly-similar same-day photographs of a person [5–7], or when these require the matching of

a face photograph to a live person [8–10]. This suggests a person identification problem that is

already present under seemingly simple and highly favourable task conditions. Identification

accuracy declines further under more challenging conditions, such as when to-be-compared

images are taken months apart [11], or when identification requires comparison of strictly

controlled high-quality face portraits with unconstrained ambient images of faces [12,13].

The documented difficulty of this task has important implications, as this type of face

matching provides one of the primary means for person identification at airports and national

borders. Research indicates that passport and security officers in these settings are also prone

to making identification errors [10,14]. However, it is now also becoming clear that profes-

sionals working in these settings can vary in their facial identification accuracy. For example,

the performance of individual passport officers in an optimized face-matching test ranges
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from near-chance to near-perfect, displaying a very broad range in individual ability [10].

Moreover, these differences are seemingly unrelated to experience, suggesting that the pro-

longed practice of face matching is not sufficient by itself to improve this ability.

The poor performance of some passport officers [10,14], and the importance of face-match-

ing procedures in real-life security settings [15], demonstrate a critical need for finding tech-

niques that can improve performance in this task. Several possibilities are currently under

investigation, such as the administration of performance feedback [16,17], exposure to within-

identity variation [13,18–20], aggregation of different individuals’ decisions [21,22], and rede-

sign of photo-ID to include multiple or averaged facial images [18,20]. However, these meth-

ods have limitations that may make their implementation in applied settings challenging. For

example, whereas trial-by-trial feedback can enhance face-matching performance [16,17], this

is difficult to implement outside of the laboratory, where the accuracy of decisions is not

known. Similarly, whereas aggregation of responses can produce stark improvements in accu-

racy [22], this method is not applicable in settings where identification decisions for a given

target person are made by only a single individual, or where data-sharing for response aggrega-

tion is not easily possible.

In this study, we therefore investigate an alternative method for improving face-matching

accuracy. Our approach is based on directing observers through task instructions to pay atten-

tion to particular facial features to determine whether this can confer a benefit in performance.

This simple approach is worthy of investigation for two reasons. Firstly, it is now well estab-

lished that the provision of only one or two images of a person’s face, as is the case in face

matching, provides very limited information about the general appearance of that person

[3,23,24]. Such limited instances do not adequately capture the many ways in which a person’s

appearance can vary naturally. To compensate, unfamiliar face matching must inevitably place

greater emphasis on the face image at hand rather than the depicted face identity. Conse-

quently, unfamiliar face matching is held to rely on basic pictorial, or image-based, informa-

tion [2,7,11,25,26]. Indeed, unfamiliar face matching is not associated with the highly accurate

process of familiar face recognition [7] or a strong reliance on the processing of faces as holistic

gestalts, which is typical of familiar face recognition [27]. Instead, unfamiliar face matching

correlates with tasks that require the feature-based processing of non-face objects [6,7]. This

indicates that face matching is more of a feature-based process that relies on comparison of

individual facial landmarks, such as the eyes, nose or mouth. If that is the case, then it should

be possible to improve matching accuracy by directing observers to features that are particu-

larly beneficial for such identification.

The second reason for investigating whether face-matching accuracy can be improved with

a feature-based approach is that feature-by-feature comparison training is already commonly

offered to professionals in relevant occupations, such as passport officers (for reviews, see, e.g.,

[15,28]). However, limited data are available as to whether such approaches actually improve

face-matching performance. A recent study investigated this directly by asking observers to

rate the similarity of features of two faces before making identity-match versus mismatch deci-

sions [29]. Eleven different facial features were rated, ranging from external features (such as

the ears, face shape, and jawline) to internal features (such as the eyes, nose, and mouth). Rat-

ing the similarity of these features improved matching accuracy on identity match trials, but

not on mismatch trials. Moreover, this improvement was not observed when similarity ratings

were based on the perceived personality traits of faces, which is held to engage holistic process-

ing (for a review, see, e.g., [30]). Towler et al. [29] also assessed a group of professional forensic

facial examiners, who demonstrated superior face-matching accuracy compared to untrained

student participants, whilst also producing feature similarity ratings that were more diagnostic
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of facial identity. Taken together, these findings suggest that feature-based approaches can

enhance face-matching accuracy, though such gains may be limited to identity matches.

In this study, we seek to investigate feature-based strategies further, by assessing whether a

similar advantage can be observed with a more direct approach. In contrast to Towler et al.

[29], who required observers to respond to the full set of eleven individual features before mak-

ing an identification, we simply asked observer to pay particular attention to a key feature. We

then assessed whether these instructions were sufficient for generating a performance gain,

and whether instructions for some features improved accuracy more than for others. We spe-

cifically focused on two main features that have been linked to person identification in previ-

ous work, comprising the eyes [31] and eyebrows [32]. In addition, we focused on the ears,

which appear to be particularly useful for biometric identification [33], and also appear to

relate strongly to accuracy in unfamiliar face matching [29].

As an additional aim, we sought to investigate whether any benefit of feature instructions

for improving matching accuracy would be limited to faces of an observer’s own race or gener-

alize to those of another race, by comparing Arab observers’ matching of Arab and Caucasian

faces. Whilst this is an important issue for applied settings, in which professionals have to pro-

cess people from a range of ethnic backgrounds, it is difficult to predict whether own- and

other-race faces would benefit differentially from feature instructions. On one hand, face rec-

ognition and face matching is consistently more challenging for faces of a race other than

one’s own (see, e.g., [34–36]). This could suggest that the matching of other-race faces might

be enhanced to a greater extent by feature instructions, as accuracy could be improved more

substantially for these stimuli. On the other hand, a number of studies indicate also that

the processing of other-race faces is comparatively more dependent on features than that of

same-race faces [37–40]. Thus, there might also be less scope for other-race face-matching to

improve with feature-based instructions.

In addition, this study also aimed to explore which facial features (the eyebrows, eyes, or

ears) are beneficial for improving the matching of own- and other-race stimuli. Faces of differ-

ent races can differ in the extent to which specific facial features carry identity information,

and instruction to focus on race-specific individuating features can help to increase recogni-

tion accuracy. For example, in face memory tasks, initial fixations on the eyes increase recogni-

tion accuracy for White faces irrespective of observer race, whereas accuracy for Black faces is

enhanced by fixations on the nose [41–42]. It is possible that a similar effect is observed here

with face matching, with different feature conditions enhancing accuracy for same- and other-

race faces. However, it is difficult to predict which features might be beneficial for same- and

other-race faces. Evidence on the diagnosticity of individual features for face matching is lim-

ited and mixed with regard to the features and races under investigation here. Abudarham and

Yovel [43], for example, found that observers possessed greater perceptual sensitivity for infor-

mation carried by eye shape than ear protrusion, but not for eye size, eyebrow shape, or eye

distances. Moreover, these data were obtained with Caucasian faces and participants at a Medi-

terranean university. By contrast, Towler et al. [29] found that similarity ratings of ears provide

better diagnosticity for discriminating identity matches and mismatches than of eyes, but did

not test the eyebrow regions or for race effects. The available evidence therefore makes it diffi-

cult to predict which feature instructions might be most useful for improving matching of

same- and other-race faces in the current study.

Experiment 1

This experiment examined whether face-matching accuracy can be improved by giving

instruction to attend to specific facial features, and assessed whether some feature instructions
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confer a greater improvement than others. Observers completed an initial block to provide a

baseline measure of their face-matching accuracy. This was followed by specific task instruc-

tions to focus on the eyes, eyebrows or ears, to assess the benefit of these features on a

between-subject basis. The effect of these instructions on face-matching accuracy was then

assessed with a second block of trials. In addition, we assessed the impact of feature instruc-

tions with same-race faces (Arab) and other-race faces (Caucasian), to determine if any

improvements in performance generalize across race.

Method

Participants. Sixty under-graduate students from Qatar University volunteered to partici-

pate in this experiment (Mage = 21.1, SDage = 0.9; 70% females). All reported normal or cor-

rected to normal vision. Ethical approval for participation in this study was provided by Qatar

University’s institutional review board (QU-IRB) and all methods were administered in accor-

dance with QU-IRB guidelines and regulations.

Stimuli. A total of 240 face pairs were employed as stimuli in this experiment. These com-

prised 120 Arab face pairs, of 60 identity matches and 60 identity mismatches, and corre-

sponding numbers of Caucasian face pairs. These stimuli were constructed from 90 Arab and

90 Caucasian identities, so that none of the identities occurred in more than one match pair

and two mismatches. The Arab face pairs were taken from an Egyptian face-matching database

[9], whilst the Caucasian pairs were derived from the UK Home Office PITO database [7,44].

Each pair consisted of a video still image of a face and a digital face photograph, which either

depicted the same person (identity matches) or two different people (identity mismatches).

For each person, the video stills and digital photographs were taken only moments apart and

under the same lighting conditions. In addition, all faces were shown in a frontal view, with a

neutral expression, without extraneous background, and in greyscale. Note that all faces were

male, as suitable face photographs of Arab females were unavailable due to the headscarf cul-

ture. The size of each face image was approximately 5 x 7 cm. Examples of Arab and Caucasian

face pairs can be found in [9,25].

Procedure. Participants were tested individually in a laboratory on an Apple Macintosh

laptop running Superlab Pro software, which was used to present stimuli and record partici-

pants’ responses. Each participant performed two blocks of 60 face pairs, comprising 15 Arab

identity matches and 15 mismatches, and 15 Caucasian matches and 15 mismatches. These sti-

muli were displayed until a response was registered, and participants were asked to classify

these as identity matches and mismatches as accurately as possible by pressing one of two

labeled buttons on the computer keyboard. In between both blocks, observers were given fea-

ture comparison instructions. These emphasized either the importance of the eyebrows, eyes

or ears for face matching accuracy, and were administered on a between-subject basis (with

N = 20 per group). Translated from Arabic, the instructions stated “Now you are going to per-
form the same task but please focus on the eyebrows/eyes/ears. Compare this feature between the
images and accordingly make your same or different identity decision”. Different face pairs were

employed in each block and presented in a unique random order for each participant. How-

ever, the presentation of each target face in an identity match or mismatch, and the presenta-

tion of all face pairs across blocks and conditions were counterbalanced across observers over

the course of the experiment.

Results

Matching of same-race faces. For same-race (Arab) faces, performance was analyzed in

terms of the percentage accuracy of correct match and mismatch responses, as well as overall
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accuracy (i.e., the mean of the two). These data are illustrated in Fig 1. A 3 (feature: eyebrows,

eyes, ears) x 2 (instruction: before vs. after) mixed-factor ANOVA of overall accuracy did not

find a main effect of instruction, F(1,57) = 1.05, p = 0.31, ƞp
2 = 0.02, but a main effect of fea-

ture, F(2,57) = 3.21, p< 0.05, ƞp
2 = 0.10, and an interaction between these factors, F(2,57) =

12.56, p< 0.001, ƞp
2 = 0.31. A series of paired-sample t-tests (with alpha adjusted to 0.05/

3 = 0.017 for three comparisons) revealed an improvement after instruction in the eyebrows

condition (82.3% vs. 89.9%), t(19) = 4.79, p< 0.001, d = 0.84, no difference in accuracy in the

eyes condition (86.7% vs. 83.2%), t(19) = 1.48, p = 0.16, d = 0.39, and a decline in performance

in the ears condition (82.8% vs. 74.8%), t(19) = 2.99, p< 0.017, d = 0.57.

A 3 (feature) x 2 (instruction) ANOVA of match trials did not find a main effect of instruc-

tion, F(1,57) = 1.11, p = 0.30, ƞp
2 = 0.02. However, a marginally significant main effect of fea-

ture, F(2,57) = 3.15, p = 0.05, ƞp
2 = 0.10, and an interaction of feature and instruction was

found, F(2,57) = 8.72, p< 0.001, ƞp
2 = 0.23. This was due to an improvement with instruction

in the eyebrows condition (80.0% vs. 93.7%), t(19) = 3.60, p< 0.001, d = 0.99, but more com-

parable performance before and after instruction in the eyes condition (86.3% vs. 88.7%),

t(19) = 0.69, p = 0.50, d = 0.23, and the ears condition (83.7% vs. 74.7%), t(19) = 2.10, p = 0.05,

d = 0.50.

Fig 1. Overall, match and mismatch accuracy for same-race faces and other-race faces before and after the

administration of eyebrows, eyes and ears feature instructions in Experiment 1. Error bars reflect standard errors of

the means.

https://doi.org/10.1371/journal.pone.0193455.g001
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Finally, a 3 (feature) x 2 (instruction) ANOVA of mismatch trials revealed a main effect of

instruction, F(1,57) = 5.99, p< 0.05, ƞp
2 = 0.10, due to generally lower accuracy after instruc-

tion (84.5% vs. 79.6%). The main effect of feature, F(2,57) = 2.51, p = 0.09, ƞp
2 = 0.08, and the

interaction of feature and instruction, F(2,57) = 1.14, p = 0.33, ƞp
2 = 0.04, was not significant.

Matching of other-race faces. The percentage accuracy data for other-race (Caucasian)

faces are also illustrated in Fig 1. A 3 (feature) x 2 (instruction) mixed-factor ANOVA of over-

all accuracy found a main effect of instruction, F(1,57) = 14.78, p< 0.001, ƞp
2 = 0.21, but due

to higher accuracy before than after receiving feature instruction (74.9% vs. 69.7%). In addi-

tion, a main effect of feature was also found, F(2,57) = 5.35, p< 0.01, ƞp
2 = 0.16. A series of

paired-sample t-tests (with alpha adjusted to 0.05/3 = 0.017 for three comparisons) showed

that this was due to lower accuracy for ears (66.7%) versus eyebrows (76.1%), t(19) = 2.77,

p< 0.017, d = 0.95. Accuracy did not differ between eyebrows (76.1%) and eyes (72.6%),

t(19) = 1.16, p = 0.26, d = 0.40, or between eyes (72.6%) and ears (66.7%), t(19) = 1.96, p = 0.06,

d = 0.64. The interaction of feature and instruction was not significant, F(2,57) = 1.57,

p = 0.22, ƞp
2 = 0.05.

An analogous ANOVA of match accuracy did not show a main effect of instruction,

F(1,57) = 1.23, p = 0.27, ƞp
2 = 0.02, of feature, F(2,57) = 1.09, p = 0.34, ƞp

2 = 0.04, or an interac-

tion of these factors, F(2,57) = 2.14, p = 0.13, ƞp
2 = 0.07. However, for mismatch trials, an inter-

action of feature and instruction was found, F(2,57) = 7.61, p< 0.001, ƞp
2 = 0.21. A series of

paired-sample t-tests (with alpha adjusted to 0.05/3 = 0.017 for three comparisons) revealed a

decline in accuracy from before to after feature instructions in the eyes condition (85.0% vs.

65.7%), t(19) = 5.56, p< 0.001, d = 1.11, whereas before- and after-instructions accuracy for

eyebrows (82.7% vs. 80.7%), t(19) = 0.69, p = 0.50, d = 0.12, and ears (71.7% vs. 65.7%), t(19) =

1.74, p = 0.10, d = 0.33, did not differ.

Sensitivity and bias for same-race faces. For completeness, the accuracy data were also

transformed into signal detection measures of sensitivity (d’) and bias (criterion). For same-

race (Arab) faces, a 3 (feature) x 2 (instruction) mixed-factor ANOVA of d’ did not show a

main effect of instruction, F(1,57) = 0.47, p = 0.50, ƞp
2 = 0.01, but revealed a main effect of fea-

ture, F(2,57) = 3.34, p< 0.05, ƞp
2 = 0.11, and an interaction between factors, F(2,57) = 8.68,

p< 0.001, ƞp
2 = 0.23. A series of paired-sample t-tests (with alpha adjusted to 0.05/3 = 0.017

for three comparisons) revealed an increase in sensitivity after receiving instructions in the

eyebrows condition (d’ before = 2.37, SD = 0.93 vs. d’ after = 3.05, SD = 0.93), t(19) = 3.96,

p< 0.001, d = 0.73, no difference in performance between before and after instruction in the

eyes condition (d’ before = 2.63, SD = 0.84 vs. d’ after = 2.41, SD = 1.09), t(19) = 0.80, p = 0.43,

d = 0.23, and a decline in accuracy after instruction in the ears condition (d’ before = 2.39,

SD = 1.28 vs. d’ after = 1.64, SD = 1.10), t(19) = 2.77, p< 0.016, d = 0.63.

A 3 (feature) x 2 (instruction) mixed-factor ANOVA of criterion revealed a main effect of

instruction, F(2,57) = 6.28 p< 0.05, ƞp
2 = 0.10, due to a bias to make more match decisions

after than before instructions (criterion before = 0.04, SD = 0.31 vs. criterion after = -0.15,

SD = 0.24). The main effect of feature, F(2,57) = 0.21, p = 0.82, ƞp
2 = 0.01, and the interaction

of feature and instruction was not significant, F(2,57) = 2.34, p = 0.11, ƞp
2 = 0.08.

Sensitivity and bias for other-race faces. For other-race (Caucasian) faces, a 3 (feature) x

2 (instruction) mixed-factor ANOVA of d’ found a main effect of instruction, F(1,57) = 22.08,

p< 0.001, ƞp
2 = 0.28, but due to higher sensitivity before than after instructions (d’ before =

1.75, SD = 0.49 vs. d’ after = 1.17, SD = 0.40), t(19) = 4.49, p< 0.001, d = 1.30. In addition, a

main effect of feature was also found, F(2,57) = 7.02, p< 0.01, ƞp
2 = 0.20. A series of paired-

sample t-tests (with alpha adjusted to 0.05/3 = 0.017 for three comparisons) showed that this

reflects lower sensitivity for ears than eyebrows (d’ eyebrows = 1.86, SD = 0.86 vs. d’ ears =

1.01, SD = 0.70), t(19) = 3.18, p< 0.01, d = 1.08, whereas accuracy did not differ for eyebrows
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and eyes (d’ eyebrows = 1.86, SD = 0.86 vs. d’ eyes = 1.57, SD = 0.57), t(19) = 1.38, p = 0.18,

d = 0.50, and for eyes and ears (d’ eyes = 1.57, SD = 0.57 vs. d’ ears = 1.01, SD = 0.70), t(19) =

2.39, p = 0.03, d = 0.77. The interaction of feature and instruction was not significant, F(2,57) =

0.33, p = 0.72, ƞp
2 = 0.01.

An analogous ANOVA of criterion did not show a main effect of feature, F(2,57) = 0.96,

p = 0.39, ƞp
2 = 0.03, or instruction, F(1,57) = 3.24, p = 0.08, ƞp

2 = 0.05, but revealed an interac-

tion between these factors, F(2,57) = 7.94, p< 0.001, ƞp
2 = 0.22. A series of paired-sample t-

tests (with alpha adjusted to 0.05/3 = 0.017 for three comparisons) revealed a shift from a mis-

match to a match bias from before to after instruction in the eyes condition (criterion before =

0.39, SD = 0.54 vs. criterion after = -0.13, SD = 0.52), t(19) = 4.61, p< 0.001, d = 0.42, whereas

criterion before and after instructions did not differ in the eyebrows condition (criterion
before = 0.23, SD = 0.75 vs. criterion after = 0.29, SD = 0.39), t(19) = 0.46, p = 0.65, d = 0.10,

and the ears condition (criterion before = 0.03, SD = 0.48 vs. criterion after = 0.11, SD = 0.43),

t(19) = 0.72, p = 0.48, d = 0.17.

Response times. Although task instructions emphasized accuracy, response times were

also analyzed to explore whether the improvement with instruction in the eyebrows condition

might reflect a speed-accuracy trade-off. For this analysis, the mean response times were calcu-

lated for correct responses and are illustrated in Fig 2. For match pairs of same-race (Arab)

Fig 2. Response times for match and mismatch trials for same-race and other-race faces before and after the

administration of eyebrows, eyes and ears feature instructions in Experiment 1. Error bars reflect standard errors of

the means.

https://doi.org/10.1371/journal.pone.0193455.g002
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faces, a 3 (feature) x 2 (instruction) mixed-factor ANOVA revealed a main effect of instruc-

tion, F(1,57) = 7.78, p< 0.01, ƞp
2 = 0.12, due to faster response times after instruction (3.87 vs.

3.17 seconds), but a main effect of feature, F(2,57) = 1.25, p = 0.29, ƞp
2 = 0.04, and an interac-

tion were not found, F(2,57) = 2.46, p = 0.10, ƞp
2 = 0.08. A 3 (feature) x 2 (instruction)

ANOVA for response times to mismatches did not show main effects of instruction, F(1,57) =

0.89, p = 0.35, ƞp
2 = 0.02, or feature, F(2,57) = 0.36, p = 0.70, ƞp

2 = 0.01, but a marginally signif-

icant interaction between these factors, F(2,57) = 3.16, p = 0.05, ƞp
2 = 0.10. A series of paired-

sample t-tests (with alpha adjusted to 0.05/3 = 0.017 for three comparisons) showed a trend for

faster response times after instructions in the eyebrows condition (5.14 vs. 3.72 seconds),

t(19) = 2.30, p = 0.03, d = 0.49, but not in the eyes condition (3.87 vs. 4.06 seconds), t(19) =

0.38, p = 0.71, d = 0.07, or in the ears condition (3.69 vs. 4.03 seconds), t(19) = 0.64, p = 0.53,

d = 0.15. Thus, these data indicate that the improvement in the eyebrow instruction condition

does not reflect a speed-accuracy trade-off.

The same analysis was also performed for other-race (Caucasian) faces. A 3 (feature) x 2

(instruction) ANOVA for response times to matches revealed a main effect of instruction, F
(1,57) = 12.03, p< 0.001, ƞp

2 = 0.17, due to faster response times after instruction (4.84 vs.

3.52 seconds), but a main effect of features, F(2,57) = 1.01, p = 0.37, ƞp
2 = 0.03, and an interac-

tion between these factors was not found, F(2,57) = 2.82, p = 0.07, ƞp
2 = 0.09. Similarly, a 3

(feature) x 2 (instruction) ANOVA for mismatches revealed a main effect of instruction,

F(1,57) = 6.73, p< 0.05, ƞp
2 = 0.11, due to faster response times after instruction (5.14 vs. 4.34

seconds), but not a main effect of features, F(2,57) = 1.02, p = 0.37, ƞp
2 = 0.03, or an interac-

tion, F(2,57) = 1.06, p = 0.35, ƞp
2 = 0.04.

Discussion

This experiment demonstrates that instruction to focus on specific facial features enhances

face-matching accuracy. However, this advantage was not universally found. For the three fea-

tures under investigation here, this enhancement was observed after instruction to focus on

the eyebrows, but no such effect was present for the eyes, and a decline in accuracy was

observed in the ears condition. One way to reconcile these findings could be that not all fea-

tures are equally informative in face matching. Drawing attention to a feature that is less bene-

ficial for identification (such as the ears in this case) may limit attention to more informative

features (such as eyebrows), leading to an actual reduction in accuracy. We also note that the

enhancement in accuracy that was observed in the eyebrows condition here was evident in

overall accuracy, though a breakdown of the data indicates that this effect is carried primarily

by performance on identity match trials.

These results converge with a recent investigation, which found that similarity ratings of

facial features prior to matching decisions also enhance accuracy [29]. As in our study, this

effect was most pronounced for identity matches. Moreover, similarly to performance with

identity mismatches in the current experiment, Towler et al. [29] observed a consistent, though

non-significant, reduction in performance for such face pairs. However, in Towler et al.’s [29]

study, the diagnosticity of similarity ratings for matching decisions was greater for ears than

eyes and foreheads. By contrast, similarity ratings for eyebrows were not examined in that

study, whereas only instruction to attend to this specific feature conferred an improvement in

the experiment reported here.

At present, it is not clear what drives these specific differences. One possibility is that some

of these disparities, such as the effects with ears, might reflect differences in stimulus treat-

ment. In the current experiment, the face stimuli were cropped, which may have altered the

outline of the ears and contributed to a reduction in accuracy in the ear-instruction condition
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(see Fig 1). By contrast, Towler et al. [29] employed uncropped faces, thus preserving ear

shape. A related explanation could be that these disparities reflect different characteristics of

the underlying stimulus sets. The most diagnostic features for making an identification vary

across faces [23,45]. Consequently, the features that are generally most useful for making

matching decisions might also vary across stimulus sets. One might therefore expect that dif-

ferent features will be beneficial for enhancing accuracy for different stimuli.

Our study provides tentative support for this suggestion, by showing that eyebrow feature

instructions enhanced accuracy for same-race but not for other-race faces. There is evidence

that different facial features, such as the nose and eye regions, carry identity information in

African and Caucasian faces, and that instruction to focus on race-specific individuating fea-

tures can help to increase recognition accuracy [41,42]. If the same- and other-race faces that

were employed here also possessed specific individuating features, then that could explain why

feature instructions enhanced accuracy for one stimulus set but not the other. We note, how-

ever, that Towler et al. [29] also found that their accuracy improvements did not generalize to

another stimulus set of same-race (Caucasian) faces. Thus, the absence of a feature instruction

improvement for other-race (Caucasian) faces in the current study might not reflect race per
se, but could represent a broader limitation in generalization across face sets.

These considerations raise the question of how robust the current effect is. We therefore

conducted a second experiment to determine whether the eyebrow instruction advantage rep-

licates with a different set of same-race stimuli. In addition, Experiment 1 also assessed face

matching only under highly optimized conditions, by comparing same-day photographs of

faces. Such stimuli are employed typically in laboratory tasks to establish best-possible perfor-

mance but fail to capture the within-person variation that is encountered in realistic settings,

such as the differences in a person’s appearance over days and months [11]. In Experiment 2,

we therefore also sought to examine whether the eyebrow feature instruction effect persists

under conditions that require matching of different-day face images.

Experiment 2

Experiment 2 sought to replicate the eyebrow instructions improvement that was observed in

Experiment 1 with a new set of same-race stimuli to determine the robustness of this effect.

Observers were now asked to match pairs of faces that comprised same-day photographs or

different-day photographs that were taken months apart. If the effect observed in Experiment

1 is robust, then it should be replicated with the new set of same-day face matching stimuli.

Moreover, if this effect persists under more realistic conditions, that capture greater within-

person variability, then it should be found also with the different-day photographs. Due to the

addition of this factor, this experiment focused on feature instructions for the eyebrows only.

Method

Participants. Thirty-two undergraduate students from Qatar University volunteered to

participate in this experiment (Mage = 19.7, SDage = 1.2; 66% females). All reported normal or

corrected to normal vision. None had participated in Experiment 1.

Stimuli. A total of 224 face pairs served as stimuli in this experiment. Half of these stimuli

(112; 66 matches and 66 mismatches) were face pairs taken from an Arab face set that was

highly similar in construction to the face matching pairs of Experiment 1. These stimuli were

constructed from 84 identities, so that none of the identities occurred in more than one match

pair and two mismatches across conditions. Thus, this stimulus set provided same-day face

images for each target identity, which were presented in frontal view, under good lighting,

with a neutral expression, and on a plain background (for a full description of this stimulus
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set, see [9]). The other half of the stimuli (112; 66 matches and 66 mismatches) were photos of

the same models but taken several months later (mean delay = 17.2 months, SD = 7.3; for a full

description, see [11]). In the stimulus pairs, all face photographs measured approximately 5 x 7

cm and were shown in greyscale. Example stimuli can be found in [11].

Procedure. As in Experiment 1, participants were tested individually in a laboratory on

an Apple Macintosh laptop, which presented stimuli and recorded responses. The 224 face-

matching pairs were divided into 4 counter-balanced sets of 56 trials. Each participant was

given one of these face sets, which were broken down into two blocks of 28 face pairs. Each of

these two blocks comprised seven same-day matches and mismatches, and seven different-day

matches and mismatches comprising photograph pairs that were taken months apart. Across

participants, the appearance of each stimulus was counterbalanced, so that each face pair

was equally likely to appear in the experimental blocks before and after feature instructions.

In the experiment, these stimuli were displayed until a response was registered, and partici-

pants were asked to classify these as identity matches and mismatches as accurately as possible

by pressing two labelled buttons on the computer keyboard. In between both blocks, observers

were given feature comparison instructions emphasizing the importance of eyebrows for face

matching accuracy. Different face pairs were shown in each block and presented in a unique

random order. However, the presentation of each target face in an identity match or mismatch,

and the presentation of the stimuli across blocks were counterbalanced across observers over

the course of the experiment.

Results

Accuracy. As in Experiment 1, performance was analyzed in terms of the percentage accu-

racy of correct match and mismatch responses, as well as overall accuracy. These data are dis-

played in Fig 3. For overall accuracy, a 2 (face set: same-day vs. different-day) x 2 (instruction:

before vs. after) within-subject ANOVA of overall accuracy revealed a main effect of face set,

F(1,31) = 20.26, p< 0.001, ƞp
2 = 0.40, due to higher matching accuracy for face pairs that con-

sisted of same-day (85.0%) than different-day (78.6%) photographs. In addition, a main effect

of instruction was also found, F(1,31) = 15.74, p< 0.001, ƞp
2 = 0.34, reflecting higher matching

accuracy after receiving feature instructions (86.4%) than beforehand (77.1%). The interaction

of face set and instruction was not significant, F(1,31) = 0.28, p = 0.60, ƞp
2 = 0.01. An analo-

gous ANOVA for match trials showed the same main effect of face set, F(1,31) = 52.69,

p< 0.001, ƞp
2 = 0.63, with higher accuracy for same-day (84.3%) than different-day (69.6%)

face pairs. A main effect of instruction was also found, F(1,31) = 41.82, p< 0.001, ƞp
2 = 0.57,

due to higher accuracy after the feature instructions (85.7%) than beforehand (67.6%). Once

again, the interaction of these factors was not significant, F(1,31) = 0.18, p = 0.68, ƞp
2 = 0.01.

For mismatches, the main effects of face set, F(1,31) = 0.50, p = 0.48, ƞp
2 = 0.02, and instruc-

tion, F(1,31) = 0.01, p = 0.94, ƞp
2 = 0.00, and the interaction of these factors, F(1,31) = 1.34,

p = 0.26, ƞp
2 = 0.04, were not significant.

Sensitivity and bias. The accuracy data were also transformed into signal detection mea-

sures of sensitivity (d’) and bias (criterion). For d’, a 2 (face set) x 2 (instruction) within-subject

ANOVA showed a main effect of face set, F(1,31) = 9.93, p< 0.01, ƞp
2 = 0.23, and of instruc-

tion, F(1,31) = 18.65, p< 0.001, ƞp
2 = 0.38, and an interaction between these factors, F(1,31) =

4.38, p< 0.05, ƞp
2 = 0.12. A series of paired-sample t-tests (with alpha adjusted to 0.05/

4 = 0.013 for four comparisons) showed that sensitivity was enhanced in the same-day condi-

tion after feature instruction compared to before these were administered (d’ before = 2.09,

SD = 0.77 vs. d’ after = 3.30, SD = 1.25), t(31) = 4.62, p< 0.001, d = 1.16. A similar advantage

was observed with different-day face pairs, though this did not survive adjustment for multiple

Feature instructions improve face-matching accuracy

PLOS ONE | https://doi.org/10.1371/journal.pone.0193455 March 15, 2018 10 / 16

https://doi.org/10.1371/journal.pone.0193455


comparisons (d’ before = 1.88, SD = 0.83 vs. d’ after = 2.51, SD = 1.07), t(31) = 2.53, p = 0.017,

d = 0.66. In addition, sensitivity was comparable for same-day and different-day face pairs

before instructions (d’ same-day faces = 2.09, SD = 0.77 vs. d’ different-day faces = 1.88,

SD = 0.83), t(31) = 1.22, p = 0.23, d = 0.26, but was greater for same-day than different-day

face pairs afterwards (d’ same-day faces = 3.30, SD = 1.25 vs. d’ different-day faces = 2.51,

SD = 1.07), t(31) = 3.19, p< 0.01, d = 0.68.

For criterion, ANOVA revealed a main effect of face set, F(1,31) = 26.18, p< 0.001, ƞp
2 =

0.46, due to a greater bias to make mismatch responses for different-day face pairs (criterion
same-day faces = 0.07, SD = 0.45 vs. criterion different-day faces = 0.40, SD = 0.55). A main

effect of instruction was also found, F(1,31) = 16.67, p< 0.001, ƞp
2 = 0.35, due to a greater mis-

match bias before than after receiving feature instructions (criterion before = 0.42, SD = 0.54

vs. criterion after = 0.06, SD = 0.52). The interaction of these factors was not significant,

F(1,31) = 0.14, p = 0.71, ƞp
2 = 0.00.

Response times. Response times were analyzed to explore whether improvement with

instruction might reflect a speed-accuracy trade-off. A 2 (face set) x 2 (instruction) within-sub-

ject ANOVA for correct match and mismatch responses yielded no main effects and interac-

tions between factors, all Fs (1,31)� 2.88, ps� 0.10, ƞp
2� 0.08 (see Fig 3).

Discussion

This experiment confirms the improvement in face matching accuracy following instruction

to focus on the eyebrows. Once again, this effect was observed in overall accuracy but was

Fig 3. Overall, match and mismatch accuracy, and response times for same-day and different-day face pairs

before and after the administration of eyebrows feature instructions in Experiment 2. Error bars reflect standard

errors of the means.

https://doi.org/10.1371/journal.pone.0193455.g003
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driven primarily by an improvement in performance on identity match trials. In addition to

this replication, the current experiment extends these findings by showing that this effect was

present during the matching of same-day face photographs as well as for different-day photo-

graphs, which were taken many months apart. The finding that the eyebrow instruction advan-

tage is observed across different same-race stimulus sets, in Experiment 1 and Experiment 2,

and across same-day and different-day photographs therefore points to a robust phenomenon.

General discussion

This study examined whether the accuracy of face matching can be enhanced simply by verbal

instruction to attend to specific facial features. In Experiment 1, feature instructions produced

an advantage in accuracy when observers were asked to attend to the eyebrow regions of to-

be-matched faces, which were depicted as optimized same-day photographs. In contrast,

instruction to attend to eye regions did not affect performance, and instruction to attend to

ears led to a decline in accuracy. We analyzed response times to explore whether this pattern

might reflect a speed-accuracy trade-off in the eyebrows condition, which was not found to be

the case. We therefore suggest that the eyebrows provided particular useful identity cues in the

stimuli at hand here, whereas the ears were generally less useful for identification, such that

attention to these regions resulted in a relative reduction in matching accuracy. Experiment 2

then replicated the improvement in face-matching accuracy with eyebrow instructions for a

different set of same-day faces, and showed that this effect extends to different-day photo-

graphs of faces, which were taken months apart. Thus, a feature instruction advantage can be

observed with highly-optimized same-day photographs for face matching, as well as with more

ecologically valid different-day photographs that depict a person over longer time intervals.

These findings converge with a recent study, which showed that similarity ratings of facial

features in face pairs influence subsequent identity-matching decisions, leading to an increase

in accuracy [29]. Thus, both studies suggest that attention to features can enhance matching

accuracy. Moreover, in both studies these effects appeared to be driven primarily by identity-

match trials, further suggesting a common basis. However, these studies also differ in the fea-

tures that appear to drive these effects. In Towler et al.’s [29] study, similarity ratings of the

ears appeared to be most diagnostic for accurate identification decisions, whereas only instruc-

tion to attend to eyebrows led to an improvement in accuracy in the current study. A number

of methodological differences exist between these studies that could explain these disparities.

For example, the current study compared three facial features (eyebrows, eyes, ears) on a

between-subject basis. In contrast, Towler et al. [29] asked participants to sequentially rate 11

different facial features, which did not include the eyebrows, prior to each identity-matching

decision. Thus, these studies differ greatly in the type and number of features that observers

were required to attend. Moreover, rating the similarity of all features before making a deci-

sion, as was the case in Towler et al.’s [29] study, and using a specific feature directly to make a

decision, as was the case here, are different processes. Thus, it is also possible that how features

are used determines which of these are most useful for enhancing face-matching decisions.

Finally, we note that both studies employed different stimulus sets. Thus, the possibility

exists that the face stimuli in these sets may have differed in the defining features that are useful

for making identification decisions, whereby the ears may have provided particularly clear

identity information in Towler et al.’s [29] stimulus set and the eyebrows in the current study.

This notion receives some support from the fact that these studies differed in terms of the race

of the observers and the face stimuli, such that Towler et al. [29] utilized Caucasian faces

whereas the current study was conducted with Arab observers and Arabic faces. A number of

studies already suggest that faces of different races, such as African and Caucasian faces, carry
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different identity-defining features, and demonstrate that instruction to attend to specific indi-

viduating features increases recognition accuracy [41,42]. If Arab and Caucasian faces also dif-

fer systematically in such a way, then this might explain why different features are useful for

enhancing matching accuracy in Towler et al.’s [29] and the current study.

To this point, it is noteworthy also that we compared the effect of feature instructions for

same-race (Arab) with other-race (Caucasian) faces in Experiment 1. This revealed that fea-

ture instructions only enhanced accuracy for the same-race faces. This could reflect a facet of

the other-race effect in face processing, whereby identification of other-race faces is not only

more error-prone [34–36], but improvements in this ability are also disproportionately more

difficult to elicit. However, it has also been shown that the other-race effect can be reversed

when observers are cued to fixate specific facial features that observers from the other race

would normally fixate upon [41,42]. Thus, the different findings with Arab and Caucasian

faces in Experiment 1 might also reflect, again, that different facial features are informative

for different races. Therefore, there could be a common basis also for explaining the different

features that are informative for matching decisions in Towler et al.’s [29] and the current

study, and the difference between same- and other-race faces here. On the other hand, we

note that such an explanation might also predict that the same features that are most diagnos-

tic of matching accuracy in Towler et al.’s [29] study are also useful for other-race faces here,

on the basis that both tasks are based on Caucasian stimuli. However, Towler et al. [29] also

failed to find generalization of the improvement in matching accuracy to another set of Cau-

casian faces. Thus, improvements in face matching accuracy might generalize poorly, irre-

spective of face race or of whether similarity ratings or feature instructions are employed for

this purpose.

In conclusion, face matching is a difficult task, but one that is important for operational

settings, such as passport control. Existing data indicate that methods for improving match-

ing accuracy in such settings are required [1,10,15]. The current experiments suggest that the

simple manipulation of instructing observers to attend to specific facial features can provide

a route to improvement in this task. However, such a benefit was obtained only for identity

matches, and we also found that attention to the ‘wrong’ features can reduce face-matching

accuracy. Selection of features is therefore crucial for the application of this manipulation,

but current data are still inconclusive about which features such approaches must generally

focus on (c.f., [29]). We also failed to find generalization of improvement with feature

instructions to other-race faces, indicating a further limitation of this approach. We suspect

that these findings arise because distinguishing features might vary across different stimulus

sets (see, e.g., [41,42]), across different identities within stimulus sets [23,45], and perhaps

also for different images of the same person [18,46]. In that case, application of feature

instructions would ultimately require an additional process to initially identify diagnostic

features of individual faces. This might be achieved in future studies by asking participants to

rate individual features [43], or by exploring perception of identity when different features

are occluded systematically [32]. As we only possessed suitable stimuli of male Arab faces for

the current experiments, future studies should also extend to female faces, and clarify

whether the absence of generalization across faces from different races here reflects observer

or stimulus characteristics.
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(RAR)

Feature instructions improve face-matching accuracy

PLOS ONE | https://doi.org/10.1371/journal.pone.0193455 March 15, 2018 13 / 16

http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0193455.s001
https://doi.org/10.1371/journal.pone.0193455


Author Contributions

Conceptualization: Ahmed M. Megreya, Markus Bindemann.

Data curation: Ahmed M. Megreya.

Formal analysis: Ahmed M. Megreya, Markus Bindemann.

Investigation: Ahmed M. Megreya.

Methodology: Ahmed M. Megreya.

Writing – original draft: Ahmed M. Megreya.

Writing – review & editing: Markus Bindemann.

References
1. Fysh MC & Bindemann M (2017). Forensic face matching: A review. In Bindemann M & Megreya AM

(Eds.). Face processing: Systems, disorders and cultural differences. New York: Nova Science Pub-

lishing, Inc.

2. Hancock PJB, Bruce V & Burton AM (2000). Recognition of unfamiliar faces. Trends Cog Sci: 4, 330–

337. https://doi.org/10.1016/S1364-6613(00)01519-9

3. Burton AM & Jenkins R (2011). Unfamiliar face perception. In Calder AJ, Rhodes G, Johnson M H &

Haxby J (Eds.). The Oxford handbook of face perception. (pp 287–306). Oxford: Oxford University

Press.

4. Johnston RA & Edmonds A (2009). Familiar and unfamiliar face recognition: A review. Memory: 17,

577–596. https://doi.org/10.1080/09658210902976969 PMID: 19548173

5. Bindemann M, Avetisyan M & Blackwell K (2010). Finding needles in haystacks: Identity mismatch fre-

quency and facial identity verification. J Exp Psychol Appl: 16, 378–386. https://doi.org/10.1037/

a0021893 PMID: 21198254

6. Burton AM, White D & McNeill A (2010). The Glasgow Face Matching Test. Behav Res Methods: 42,

286–291. https://doi.org/10.3758/BRM.42.1.286 PMID: 20160307

7. Megreya AM & Burton AM (2006). Unfamiliar faces are not faces: Evidence from a matching task. Mem

& Cognit: 34, 865–876. https://doi.org/10.3758/BF03193433

8. Kemp R, Towell N & Pike G (1997). When seeing should not be believing: Photographs, credit cards

and fraud. Appl Cognitive Psych: 11, 211–222. https://doi.org/10.1002/(SICI)1099-0720(199706)

11:3<211::AID-ACP430>3.0.CO;2-O

9. Megreya AM & Burton AM (2008). Matching faces to photographs: Poor performance in eyewitness

memory (without the memory). J Exp Psychol Appl: 14, 364–372. https://doi.org/10.1037/a0013464

PMID: 19102619

10. White D, Kemp RI, Jenkins R, Matheson M & Burton AM (2014). Passport officers’ errors in face match-

ing. PLoS ONE, 9(8): e103510. https://doi.org/10.1371/journal.pone.0103510 PMID: 25133682

11. Megreya AM, Sandford A & Burton AM (2013). Matching face images taken on the same day or months

apart: The limitations of photo-ID. Appl Cognitive Psych: 27, 700–706. https://doi.org/10.1002/acp.

2965

12. Ritchie KL & Burton AM (2017). Learning faces from variability. Q J Exp Psychol: 70, 897–905.

13. Andrews S, Jenkins R, Cursiter H & Burton AM (2015). Telling faces together: Learning new faces

through exposure to multiple instances. Q J Exp Psychol: 68, 2041–2050. https://doi.org/10.1080/

17470218.2014.1003949 PMID: 25607814

14. Wirth BE & Carbon CC (2017). An easy game for frauds? Effects of professional experience and time

pressure on passport-matching performance. J Exp Psychol Appl: 23, 138–157. https://doi.org/10.

1037/xap0000114 PMID: 28368188

15. Robertson DJ, Middleton R & Burton AM (2015). From policing to passport control: The limitations of

photo ID. Keesing: The Journal of Documents and Identity: 46, 3–8.

16. Alenezi HM & Bindemann M (2013). The effect of feedback on face matching accuracy. Appl Cognitive

Psych: 27, 735–753. https://doi.org/10.1002/acp.2968

17. White D, Kemp RI, Jenkins R & Burton AM (2014). Feedback training for facial image comparison. Psy-

chon B Rev: 21, 100–106. https://doi.org/10.3758/s13423-013-0475-3 PMID: 23835616

Feature instructions improve face-matching accuracy

PLOS ONE | https://doi.org/10.1371/journal.pone.0193455 March 15, 2018 14 / 16

https://doi.org/10.1016/S1364-6613(00)01519-9
https://doi.org/10.1080/09658210902976969
http://www.ncbi.nlm.nih.gov/pubmed/19548173
https://doi.org/10.1037/a0021893
https://doi.org/10.1037/a0021893
http://www.ncbi.nlm.nih.gov/pubmed/21198254
https://doi.org/10.3758/BRM.42.1.286
http://www.ncbi.nlm.nih.gov/pubmed/20160307
https://doi.org/10.3758/BF03193433
https://doi.org/10.1002/(SICI)1099-0720(199706)11:3<211::AID-ACP430>3.0.CO;2-O
https://doi.org/10.1002/(SICI)1099-0720(199706)11:3<211::AID-ACP430>3.0.CO;2-O
https://doi.org/10.1037/a0013464
http://www.ncbi.nlm.nih.gov/pubmed/19102619
https://doi.org/10.1371/journal.pone.0103510
http://www.ncbi.nlm.nih.gov/pubmed/25133682
https://doi.org/10.1002/acp.2965
https://doi.org/10.1002/acp.2965
https://doi.org/10.1080/17470218.2014.1003949
https://doi.org/10.1080/17470218.2014.1003949
http://www.ncbi.nlm.nih.gov/pubmed/25607814
https://doi.org/10.1037/xap0000114
https://doi.org/10.1037/xap0000114
http://www.ncbi.nlm.nih.gov/pubmed/28368188
https://doi.org/10.1002/acp.2968
https://doi.org/10.3758/s13423-013-0475-3
http://www.ncbi.nlm.nih.gov/pubmed/23835616
https://doi.org/10.1371/journal.pone.0193455


18. Bindemann M & Sandford A (2011). Me, myself, and I: Different recognition rates for three photo-IDs of

the same person. Perception: 40, 625–627. https://doi.org/10.1068/p7008 PMID: 21882725

19. Menon N, White D & Kemp RI (2015). Variation in photos of the same face drives improvements in iden-

tity verification. Perception: 44, 1332–1341. https://doi.org/10.1177/0301006615599902 PMID:

26562899

20. White D, Burton AM, Jenkins R & Kemp R (2014). Redesigning photo-ID to improve unfamiliar face

matching performance. J Exp Psychol Appl: 20, 166–173. https://doi.org/10.1037/xap0000009 PMID:

24749864

21. Dowsett AJ & Burton AM (2015). Unfamiliar face matching: Pairs out-perform individuals and provide a

route to training. Br J Psychol: 106, 433–445. https://doi.org/10.1111/bjop.12103 PMID: 25393594

22. White D, Burton AM, Kemp RI & Jenkins R (2013). Crowd effects in unfamiliar face matching. Appl Cog-

nitive Psych: 27, 769–777. https://doi.org/10.1002/acp.2971

23. Burton AM (2013). Why has research in face recognition progressed so slowly? The importance of vari-

ability. Q J Exp Psychol: 66, 1467–1485. https://doi.org/10.1080/17470218.2013.800125 PMID:

23742022

24. Burton AM, Jenkins R, Hancock PJB & White D (2005). Robust representations for face recognition:

The power of averages. Cogn Psychol: 51, 256–284. https://doi.org/10.1016/j.cogpsych.2005.06.003

PMID: 16198327

25. Megreya AM & Burton AM (2007). Hits and false positives in face matching: A familiarity-based dissoci-

ation. Percept Psychophys: 69, 1175–1184. https://doi.org/10.3758/BF03193954 PMID: 18038955

26. Armann RGM, Jenkins R & Burton AM (2016). A familiarity disadvantage for remembering specific

images of faces. J Exp Psychol Hum Percept Perform: 42, 571–580. https://doi.org/10.1037/

xhp0000174 PMID: 26594877

27. Konar Y, Bennett PJ & Sekuler AB. (2010). Holistic processing is not correlated with face-identification

accuracy. Psychol Sci: 21, 38–43. https://doi.org/10.1177/0956797609356508 PMID: 20424020

28. Towler A, Kemp RI & White D (2017). Unfamiliar face matching systems in applied settings. In Binde-

mann M. & Megreya A. M. (Eds.). Face processing: Systems, disorders and cultural differences. New

York: Nova Science Publishing, Inc.

29. Towler A, White D & Kemp RI (2017). Evaluating the feature comparison strategy for forensic face iden-

tification. J Exp Psychol Appl: 23, 47–58. https://doi.org/10.1037/xap0000108 PMID: 28045276

30. Coin C & Tiberghien G (1997). Encoding activity and face recognition. Memory: 5, 545–568. https://doi.

org/10.1080/741941479 PMID: 9415321

31. Schyns PG, Bonnar L & Gosselin F (2002). Show me the features! Understanding recognition from the

use of visual information. Psychol Sci: 13, 402–409. https://doi.org/10.1111/1467-9280.00472 PMID:

12219805

32. Sadr J, Jarudi I & Sinha P (2003). The role of eyebrows in face recognition. Perception: 32, 285–293.

https://doi.org/10.1068/p5027 PMID: 12729380

33. Abaza A, Ross A, Hebert C, Harrison MAF & Nixon MS (2013). A survey on ear biometrics. ACM Com-

puting Surveys (CSUR): 45, 22.

34. Meissner CA & Brigham JC (2001). Thirty years of investigating the own-race bias in memory for faces:

A meta-analytic review. Psychol Public Policy Law: 7, 3–35. https://doi.org/10.1037/1076-8971.7.1.3

35. Megreya AM & Bindemann M (2009). Revisiting the processing of internal and external features of unfa-

miliar faces: The headscarf effect. Perception: 38, 1831–1848. https://doi.org/10.1068/p6385 PMID:

20192132

36. Megreya AM, White D & Burton AM (2011). The other race effect does not rely on memory: Evidence

from a matching task. Q J Exp Psychol: 64, 1473–1483. https://doi.org/10.1080/17470218.2011.

575228 PMID: 21812594

37. Michel C, Caldara R & Rossion B (2006a). Same-race faces are perceived more holistically than other-

race faces. Vis Cogn: 14, 55–73. https://doi.org/10.1080/13506280500158761

38. Michel C, Rossion B, Han J, Chung C & Caldara R (2006b). Holistic processing is finely tuned for faces

of one’s own race. Psychol Sci: 17, 608–615. https://doi.org/10.1111/j.1467-9280.2006.01752.x PMID:

16866747

39. Tanaka JW & Farah MJ (1993). Parts and wholes in face recognition. Q J Exp Psychol: 46A, 225–245.

40. Tanaka J, Kiefer M & Bukach CM (2004). A holistic account of the own-race effect in face recognition:

Evidence from a cross-cultural study. Cognition: 93, B1–B9. https://doi.org/10.1016/j.cognition.2003.

09.011 PMID: 15110726

Feature instructions improve face-matching accuracy

PLOS ONE | https://doi.org/10.1371/journal.pone.0193455 March 15, 2018 15 / 16

https://doi.org/10.1068/p7008
http://www.ncbi.nlm.nih.gov/pubmed/21882725
https://doi.org/10.1177/0301006615599902
http://www.ncbi.nlm.nih.gov/pubmed/26562899
https://doi.org/10.1037/xap0000009
http://www.ncbi.nlm.nih.gov/pubmed/24749864
https://doi.org/10.1111/bjop.12103
http://www.ncbi.nlm.nih.gov/pubmed/25393594
https://doi.org/10.1002/acp.2971
https://doi.org/10.1080/17470218.2013.800125
http://www.ncbi.nlm.nih.gov/pubmed/23742022
https://doi.org/10.1016/j.cogpsych.2005.06.003
http://www.ncbi.nlm.nih.gov/pubmed/16198327
https://doi.org/10.3758/BF03193954
http://www.ncbi.nlm.nih.gov/pubmed/18038955
https://doi.org/10.1037/xhp0000174
https://doi.org/10.1037/xhp0000174
http://www.ncbi.nlm.nih.gov/pubmed/26594877
https://doi.org/10.1177/0956797609356508
http://www.ncbi.nlm.nih.gov/pubmed/20424020
https://doi.org/10.1037/xap0000108
http://www.ncbi.nlm.nih.gov/pubmed/28045276
https://doi.org/10.1080/741941479
https://doi.org/10.1080/741941479
http://www.ncbi.nlm.nih.gov/pubmed/9415321
https://doi.org/10.1111/1467-9280.00472
http://www.ncbi.nlm.nih.gov/pubmed/12219805
https://doi.org/10.1068/p5027
http://www.ncbi.nlm.nih.gov/pubmed/12729380
https://doi.org/10.1037/1076-8971.7.1.3
https://doi.org/10.1068/p6385
http://www.ncbi.nlm.nih.gov/pubmed/20192132
https://doi.org/10.1080/17470218.2011.575228
https://doi.org/10.1080/17470218.2011.575228
http://www.ncbi.nlm.nih.gov/pubmed/21812594
https://doi.org/10.1080/13506280500158761
https://doi.org/10.1111/j.1467-9280.2006.01752.x
http://www.ncbi.nlm.nih.gov/pubmed/16866747
https://doi.org/10.1016/j.cognition.2003.09.011
https://doi.org/10.1016/j.cognition.2003.09.011
http://www.ncbi.nlm.nih.gov/pubmed/15110726
https://doi.org/10.1371/journal.pone.0193455


41. Hills PJ & Pake JM (2013). Eye-tracking the own-race bias in face recognition: Revealing the perceptual

and socio-cognitive mechanisms. Cognition: 129, 586–597. https://doi.org/10.1016/j.cognition.2013.

08.012 PMID: 24076536

42. Hills PJ, Cooper RE & Pake JM (2013). Removing the own-race bias in face recognition by attentional

shift using fixation crosses to diagnostic features: An eye-tracking study. Vis Cogn: 21, 876–898.

https://doi.org/10.1080/13506285.2013.834016

43. Abudarham N & Yovel G (2016). Reverse engineering the face space: Discovering the critical features

for face identification. J Vis: 16, 40, 1–18. https://doi.org/10.1167/16.3.40 PMID: 26928056

44. Bruce V, Henderson Z, Greenwood K, Hancock PJB, Burton AM et al. (1999). Verification of face identi-

ties from images captured on video. J Exp Psychol Appl: 5, 339–360. https://doi.org/10.1037//1076-

898X.5.4.339

45. Burton AM, Kramer RSS, Ritchie KL & Jenkins R (2016). Identity from variation: Representations of

faces derived from multiple instances. Cogn Sci: 40, 202–223. https://doi.org/10.1111/cogs.12231

PMID: 25824013

46. Jenkins R, White D, Van Montfort X & Burton AM (2011). Variability in photos of the same face. Cogni-

tion: 121, 313–323. https://doi.org/10.1016/j.cognition.2011.08.001 PMID: 21890124

Feature instructions improve face-matching accuracy

PLOS ONE | https://doi.org/10.1371/journal.pone.0193455 March 15, 2018 16 / 16

https://doi.org/10.1016/j.cognition.2013.08.012
https://doi.org/10.1016/j.cognition.2013.08.012
http://www.ncbi.nlm.nih.gov/pubmed/24076536
https://doi.org/10.1080/13506285.2013.834016
https://doi.org/10.1167/16.3.40
http://www.ncbi.nlm.nih.gov/pubmed/26928056
https://doi.org/10.1037//1076-898X.5.4.339
https://doi.org/10.1037//1076-898X.5.4.339
https://doi.org/10.1111/cogs.12231
http://www.ncbi.nlm.nih.gov/pubmed/25824013
https://doi.org/10.1016/j.cognition.2011.08.001
http://www.ncbi.nlm.nih.gov/pubmed/21890124
https://doi.org/10.1371/journal.pone.0193455

