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Abstract

The stability, operation, and control of power networks have been challenged

due to the increased penetration of power electronic converters. New instabil-

ity phenomena have appeared due to the interaction of the power converter

controllers with other power network elements, including other power con-

verters. Small-signal tools have been proved effective to identify and mitigate

stability issues but their development is still ongoing. This article presents the

state of the art on small-signal modeling and stability assessment of converter-

dominated networks. The modeling of converters and other power system

components is reviewed, as well as the most common small-signal analysis

techniques employed in conventional and modern power systems with power

electronics. Two case studies are introduced to exemplify the modeling and sta-

bility analysis, employing some of the techniques presented in the article.
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1 | INTRODUCTION

Renewable resources, high voltage direct current (HVDC), and flexible AC transmission system (FACTS) are usually
interfaced using power electronic converters, introducing new challenges related to power network stability. In stan-
dard power networks, stability issues could be categorized into three main groups: rotor angle stability, frequency stabil-
ity, and voltage stability but recently, IEEE has recently finished a working group on “Stability definitions and
characterization of dynamic behavior in systems with high penetration of power electronic interfaced technologies” that
had added a new classification for converter-based interactions (IEEE, 2020). Converter based instabilities usually
involve a power converter control element interacting with another power converter control, a synchronous machine
or a network passive element.
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In recent years, several examples of stability related incidents with grid connected power converter units have been
reported in different parts of the world. Some of the most studied are the low frequency oscillations observed in Texas
and China (Fan & Miao, 2018; Liu, Xie, Gao, et al., 2018; Sun et al., 2017; Wang et al., 2015) in mid 2010s due to weak
grid conditions. More recently, another incident involving an offshore wind farm occurred on August 9, 2019 in
England where a lightning strike triggered a stability issue leading to the disconnection of the wind farm (National Grid
ESO, 2019). Other power outages occurred after cascaded trips in South Australia in 2016 and 2018 (AEMO (2017,
2019)). These stability issues require innovative study tools as standard approaches might be inaccurate, might not cap-
ture the converter complex dynamics or require a lot of time and resources.

Power networks modeling and study tools such as root mean square (RMS) models have been proved reliable for stan-
dard power systems but might fail to predict stability in networks with high penetration of renewable power. As an exam-
ple, during the commission of BowWin1 offshore wind farm, harmonic interactions appeared, as explained by Buchhagen
et al. (2015), but were not detected during the study phase due to the model inaccuracy. The wind farm operation was del-
ayed for several months until the problem was identified. Electromagnetic transient (EMT) models can capture complex
dynamics but are not suited for large system models due to their mathematical complexity, high computational require-
ments (supercomputers or cloud simulation required), and long simulation duration. RMS and EMT models can predict
the instability but can hardly provide clues of the root cause of the instability or study potential solutions.

Alternatively, small and large signal analyses have been proposed by Kundur et al. (2004a) to study the stability of
electrical systems. Small-signal modeling analysis extracts the system's linear dynamic behavior and applies standard
control engineering tools to assess stability and dynamic performance. Small-signal analysis only provides accurate sta-
bility assessment around the linearization point. Large-signal analysis considers a single system model valid for a large
variety of operating points that might include nonlinearities. Even though large-signal might seem more convenient
than small-signal, the mathematical complexity of the models and the stability assessment tools make this method diffi-
cult to apply in the everyday engineering practice. In the recent years, large-signal analyses have been suggested to
study VSC synchronization methods, stability during faults, or grid-forming converters (Hu et al., 2019; Pan et al., 2019;
Taul et al., 2019; Zhang et al., 2021).

Small-signal studies of classic power networks dominated by synchronous generators (SGs) has been used to identify
instability sources using eigenvalues and participation factors (PFs), among others techniques. These models are usually
developed using a state-space representation of the network, where generic models for the different power system ele-
ments are widely available (Kundur & Paserba, 1994). Frequency-domain techniques have been also used in conventional
power systems to identify oscillatory instabilities. In particular frequency scan techniques by Annakkage et al. (2016) and
Agrawal and Farmer (1979) and the complex torque coefficient method by Canay (1982) and Tabesh and Iravani (2005)
were employed for subsynchronous oscillations that involve the SG. As the penetration of power electronic converters
increases, it is critical to develop small-signal models of those converters (Collados-Rodriguez et al., 2019; Pico &
Johnson, 2019). Unfortunately, the converter control is usually protected by intellectual property (IP) and it is particular
to each manufacturer making the development of state space models difficult. The impedance modeling of power con-
verters initially presented by Sun (2011) is seen as a promising technique for power converters as it has some advantages
compared to standard small signal modeling: the impedance is a familiar quantity for electrical engineers and can be mea-
sured at the terminals of the actual power electronic converter devices without compromising IP (Dong et al., 2014).

This article presents a review of the modeling principles and analysis techniques for small-signal stability of power
systems dominated by power electronic components. The importance of power electronics in modern power systems is
initially introduced with examples of several power-electronic-dominated systems. The modeling principles of small-
signal analysis are described with focus on the reference frames, state-space representation and linearization. Also, a
literature review of the main power system models is presented, including passive components, loads, SGs, and
converters. Then, small-signal stability analysis tools are described including state-space and frequency-domain
analysis. Impedance-based methods are presented as specific frequency domain analysis tools. Also, promising techniques
for the power system analysis with power electronics are described. Finally, two application case studies are presented as
examples where some of the previous stability analysis tools are employed to identify unstable oscillatory modes.

2 | POWER-ELECTRONIC-DOMINATED SYSTEMS

The electrical power system is experiencing a deep transformation worldwide. While classic power systems were based
on SGs, modern power systems are increasingly populated by power electronics based converters. Power converters
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interface the main renewable energy generators, energy storage interfaces, HVDC, FACTS, electrical vehicle chargers,
and industrial drives. Bidirectional AC/DC voltage source converters (VSCs) are the dominant power electronics tech-
nology, but other converter concepts that are used include: diode rectifiers, DC–DC converters in different topologies,
and line commutated converters (LCCs) in current-source HVDC applications (Gomis-Bellmunt et al., 2020).

Renewable generation is one of the scenarios where power electronics plays an important role to ensure a flexible
operation. Modern wind turbines are equipped with power electronics in order to provide maximized energy capture
and grid friendly operation (fault ride-through and grid support). In onshore applications, the preferred technology is
Type 3 wind turbines based on the doubly fed induction generator and a power converter rated at partial power rating.
For offshore applications, the need to simplify or eliminate the gearbox moves the preference to medium speed or direct
drive type 4 wind turbines based on a full-scale power converter, which completely decouples the generator and grid
sides. Also, for offshore wind power plants connected at long distance from shore an HVDC transmission is the most
cost-effective solution (Van Hertem et al., 2016). Figure 1 shows an example of an HVDC-connected offshore wind
power plant. In this case, wind turbines are based on full-scale power converters, which are connected to an offshore
collection grid. The collection grid is steered by an offshore HVDC rectifier, which controls the offshore grid frequency
and voltage. This offshore grid is a system with 100% converter penetration.

Similar concepts are being employed in ocean generation power plants, for tidal and wave energy converters. Solar
photovoltaic (PV) power plants are populated by inverters that are responsible for the DC–AC conversion and the inte-
gration of the solar generation into the power plant collection grid. As far as hydro generation is concerned, there is also
interest in variable speed generation in some applications, especially for bidirectional groups in pumping operation
(in order to have the possibility to dispatch the pumping power setting).

Most energy storage technologies are interfaced to the grid with power electronics, for example, electrochemical bat-
teries or super-capacitors require DC-AC power converters and mechanical flywheels operate at variable speed and
require a back to back power converter to connect to the main AC grid. On the demand side, we are also witnessing a
tremendous proliferation of converter based loads. Most industrial and domestic loads are driven by frequency con-
verters, which are interfaced to the grid with diode rectifiers or bidirectional VSCs. The electrification of mobility is also
pushing the development of charging stations for electrical vehicles, based on power electronics converters.

The mass penetration of power electronics is being conducted at high, medium, and low voltage applications in
transmission and distribution networks. Figure 2 exemplifies a modern transmission power system integrating a mas-
sive amount of renewable generation. The converters in the figure indicate the interconnecting converters between dif-
ferent HVAC and HVDC subsystems, which are responsible for power exchange between these sub-systems. AC–DC
and DC–DC converters are included and are responsible to establish the power flows in the system and to control the
different voltages and frequencies to the required level (Gomis-Bellmunt et al., 2021). High power converters for HVDC
applications are mainly based on modular concepts like the modular multilevel converter (MMC) or classic LCC with
thyristors. It can be noted that converters are also present in many of the sources and loads of the scheme.

A low voltage grid is sketched in Figure 3, including a multi-microgrid variety of energy sources and different DC
and AC subsystems (Unamuno & Barrena, 2015). Two different converters are used: Green converters interconnect a

FIGURE 1 Scheme of an offshore wind power plant connected by means of high voltage direct current (HVDC) transmission
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given energy source or load to the system, while Yellow (larger) converters connect different subsystems. These con-
verters can be AC–AC, DC–AC, or DC–DC, depending on the nature of the related subsystems.

The penetration of power electronics in power systems is achieving very high levels. Some applications, such as the
offshore HVDC connection in three or the microgrid in Figure 1, have already achieved 100% power electronics based
power systems.

This fast penetration is raising the attention of power system operators worldwide as they are required to operate
power system which have fundamental differences compared to the traditional ones. The main differences are related
to the inertia and overload capacity (Milano et al., 2018). SGs based power plants exhibit large inertia which is due to
large rotating masses in generators and turbines. They also have important overload capability which allows for excess
the nominal current during some seconds or minutes when some disturbances occur in the network. Power converters
are different from SGs as they are fully controllable devices with very limited overload capability. This implies impor-
tant challenges related to power system operation (related to the very low inertia) and protection (limited short-circuit
current).

G

G

G

G

FIGURE 2 Modern power electronics dominated transmission power system

FIGURE 3 Multi-microgrid system, composed of 2 AC and 2 DC subsystems. Converters related to different devices are indicated in

green, while converters used to interconnect the microgrids are indicated in yellow
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These important conceptual differences imply that the methodologies used to analyze classic power systems might
not be appropriate to study the stability of modern power systems and can lead to misleading conclusions in some cases.
The following sections of the article are centered on presenting modeling approaches and different methodologies and
example applications for stability assessment of power electronic dominated systems.

3 | MODELING PRINCIPLES OF CONVERTER DOMINATED NETWORKS

This section presents the modeling principles of converter dominated networks. First, the main reference frames that
can be considered to represent an electrical network are introduced. Due to the balance condition of the major part of
three-phase electrical networks and the symmetry of voltages, a standard three-phase electrical system can be simplified
into a two-phase system. This simplification helps to reduce the order of the equations, as well as, decouple the quanti-
ties of the network, such as the active and reactive power. Second, the general modeling approach is presented with
special focus on the small-signal models and the impedance-based representation. Then, models of SGs, passive ele-
ments, loads and converters are presented. For the VSC, the two-level converter and the MMC are described.

3.1 | Reference frames

The first step in modeling electrical systems is describing the equations that relate currents and voltages in the physical
world. In three-phase power networks this is called the abc-frame. The three main reference frames used for the study
of electrical systems are the stationary reference frame or αβ-frame presented by Duesterhoeft et al. (1951), the synchro-
nous reference frame or dq-frame presented by Park (1929) and the positive negative frame or the pn-frame presented
by Chen et al. (2020). In standard converter control dq-frame and the αβ-frame are used due to the decoupling between
active and reactive power and the ability to use standard controllers such as proportional integral (PI) or proportional
resonant (PR) controllers. However, the dq-frame and the αβ-frame are not directly related to the voltage and current
that can be measured from the electrical device terminals. For this reason the pn-frame was suggested instead. The pn-
frame is used exclusively to analyze the impedance of the system and resembles the positive and negative impedance
used in power networks short circuit analysis (Amico et al., 2019).

To transform a system described in the abc-frame into the αβ-frame the Clarke transformation by Duesterhoeft
et al. (1951) is used. The Park transformation by Park (1929) allows the conversion from the abc-frame into the dq-
frame. An example of the transformation of an electrical system from the abc-frame to dq-frame is presented by Levron
et al. (2018). To transform a signal in the three-phase frame into the pn-frame the Fortescue transformation presented
by Kundur and Paserba (1994), F, is applied. The Fortescue transformation is well known for power system engineers
when performing short circuit analysis or imbalance power flow studies. Compared to Park and Clarke transformation,
Fortescue is defined in the frequency-domain jω instead of the time-domain. Usually, in standard power system analy-
sis only one frequency is analyzed where ω is 2π50 or 2π60 but for stability studies a full range of frequencies is consid-
ered. An example of the modeling in the pn-frame is presented by Amico et al. (2019).

3.2 | Modeling of power network elements for stability studies

Modeling is the process of establishing a set of mathematical equations to describe the behavior of an electrical system.
As power networks are nonlinear systems, the dynamics can be described by a set of n nonlinear differential equations
as follows:

_x¼ f x,uð Þ; _y¼ g x,uð Þ ð1Þ

where x¼ x1 … xnð ÞT is the state variables vector, u¼ u1 … unð ÞT is the system inputs vector, _y¼ y1 … ynð ÞT is the
outputs vector, and g is a vector of nonlinear functions that relates the states and the inputs (Machowski et al., 2020).

Analysis tools for nonlinear systems, such as Lyapunov or the describing function, present certain mathematical
complexity that can increase the difficulty of power network studies (Kundur et al., 2004a). An alternative is to focus on
small-signal analysis and implement linear models. This implies that nonlinear system equations must be linearized

CHEAH-MANE ET AL. 5 of 22

 2041840x, 0, D
ow

nloaded from
 https://w

ires.onlinelibrary.w
iley.com

/doi/10.1002/w
ene.453 by C

ochrane Q
atar, W

iley O
nline L

ibrary on [16/11/2022]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



and are only valid for a limited range around the operating conditions (usually for variations of 1%). Once the system
equations are linearized, standard stability criteria based on eigenvalues or Bode and Nyquist plots can be applied
(Kundur et al., 2004b). Also, other indicators of the system stability can be used such as gain and phase margin
and PFs.

Linearized systems are usually modeled with a state-space representation as follows:

_x¼AxþBu; y¼CxþDu ð2Þ

where A is the state matrix, B is the input matrix, C is the output matrix, and D is the direct transmission matrix. The
state-space representation of an electrical system has been extensively used in stability and control of conventional
power networks as presented by Kundur and Paserba (1994).

The impedance or admittance modeling is a particular relationship of inputs and outputs in the state-space repre-
sentation that is gaining interest with the increase of power electronics elements in the network. The admittance
defines a relation between currents and voltages for a specific element or part of the network such that:

ix
iy

� �
¼ Yxx sð Þ Yxy sð Þ

Yyx sð Þ Yyy sð Þ
� �

vx
vy

� �
ð3Þ

where Y (s) is the individual admittance transfer function, i is the current flowing through the element under study, v is
the voltage at the terminals of the element and x and y are the components related to the frame under study, either the
dq-frame, pn-frame, or αβ-frame. The inverse of the admittance matrix, called the impedance matrix Z(s) can be also
used. The impedance modeling results in the application of stability criteria focused on the frequency domain analysis.
This representation only considers currents and voltages as variables under study, which can be limited for a global sta-
bility analysis. However, the impedance modeling is convenient for manufacturers or system operators to share infor-
mation without compromising their IP.

An impedance expressed in the dq-frame can be transformed into the pn-frame according to Amico et al. (2019):

Ypp sð Þ¼ 1
2

Y qq s� jω0ð ÞþYdd s� jω0ð Þ� ��j Y dq s� jω0ð Þ�Y qd s� jω0ð Þ� �g� ð4aÞ

Ypn sð Þ¼ 1
2

Y qq s� jω0ð Þ�Y dd s� jω0ð Þ� ��j Y dq s� jω0ð ÞþY qd s� jω0ð Þ� �g� ð4bÞ

Ynp sð Þ¼ 1
2

Y qq sþ jω0ð Þ�Y dd sþ jω0ð Þ� �þj Y dq sþ jω0ð ÞþY qd sþ jω0ð Þ� �g� ð4cÞ

Ynn sð Þ¼ 1
2

Y qq sþ jω0ð ÞþYdd sþ jω0ð Þ� �þj Y dq sþ jω0ð Þ�Y qd sþ jω0ð Þ� �g:� ð4dÞ

3.3 | Power system models

A modern power-electronic-dominated power system contains the following components: passive elements of the net-
work, loads, SGs, and converter-based elements. Passive elements mainly refer to electric lines (overhead lines or
cables), transformers, series or shunt capacitors, and reactors. Converter-based elements are mainly related to renew-
able generation, storage, HVDC, and FACTS devices.

3.3.1 | Passive elements and loads

Electric lines can be modeled with different levels of detail. A simple RL circuit is the most common approach for short
distance lines and Π or T-section circuit for medium distance lines (Grainger, 1994; Kundur & Paserba., 1994;
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Padiyar, 2004). Long distance lines employ detailed frequency-dependant models specially for high frequency ranges.
DC cables require more detailed models for equivalent length of AC cables (or most lengths of AC line) due to the fast
transients that are analyzed in DC systems (Beerten, 2016). Equivalent models based on series Π-sections are usually
employed to represent the high frequency dynamics. Also, Beerten (2016) presents an equivalent Π-section model with
multiple RL circuits connected in parallel and is presented as a more computationally efficient alternative compared to
series-connected Π-sections.

Transformers are also modeled as RL circuits, if only the leakage inductance and copper losses are considered,
or as Π or T-section circuits, if the mutual inductance and core losses are also considered (Grainger, n.d.;
Kundur & Paserba., 1994). Saturation effect might be also included but this is usually not considered for small-
signal analysis.

Loads in power systems analysis can be represented as power, impedance, or current-based equivalents. In particu-
lar, power-based loads model P and Q components with voltage and frequency dependency as presented by Kundur
and Paserba (1994) and Padiyar (2004). For small-signal analysis voltage or frequency dependency can be neglected. In
addition, other types of controllable loads or electric-motor-based loads can be considered as explained by Kundur and
Paserba (1994) and Padiyar (2004).

3.3.2 | Synchronous generators

SGs are represented considering the electric circuits of the generator, the excitation system, the turbine, and the gov-
ernor system (Kundur & Paserba, 1994; Padiyar, 2004). The electric circuits of the generator are represented in a dq-
frame and include: stator windings (q and d-axis), field winding (d-axis) and damper winding (two in q-axis and one
in d-axis). Also, the electric parameters present differences depending on the type of rotor (round or salient pole
rotor).

The exciter is employed to regulate the voltage at the generator terminals. This includes a proportional control and
the dynamics depend on the type of excitation system. Several IEEE models are defined by IEEE Standards Board
(1992). The turbines are responsible for transforming the primary energy of a fuel (steam turbine) or fluid (hydraulic
turbine) into mechanical energy. Dynamic models are different for steam and hydraulic turbines and more details are
explained by Kundur and Paserba (1994). It should be mentioned that both the exciter and turbine have dynamics that
are linearized as presented by Kundur and Paserba. (1994). The governor is used to provide frequency support and is
based on a conventional frequency-power (f–p) droop control.

3.3.3 | Two-level VSC

Two-level VSCs are mainly used for low and medium voltage applications. Although the applied voltage on the AC side
of the VSC is based on the discrete switching states of the transistors, for stability analysis purposes it is convenient to
derive a more simplified equivalent model (Yazdani and Iravani (2010)). A simplified model can be derived by
decoupling the DC and AC parts of the converter as illustrated in Figure 4 (Egea-Alvarez et al., 2012). The DC side is
modeled as a controlled current source, while the AC side is modeled with a three-phase AC voltage source. This model
reflects the power converter behavior at low frequencies and is therefore often referred to as a low frequency power
converter model or average power converter model.

FIGURE 4 Voltage source converter (VSC) switching model (left), VSC average model (right)
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The current source in the DC side reflects the active power exchanged between the AC and the DC side and assures
system power balance. The DC current of the source (IDC) can be computed by neglecting converter losses as the AC
active power at converter terminals, PAC, divided by the DC link voltage EDC.

3.3.4 | MMC modeling

A particular type of power converters called, MMC is extensively used for HVDC applications and is gaining
popularity in other fields including electrical drives or integration of renewables. However, due to its inher-
ently complex behavior such as internal circulating current and submodule (SM) capacitor voltage ripple, accu-
rately modeling is a challenging task (Jamshidifar & Jovcic, 2016; Li et al., 2018). The consequences of not
modeling these aspects could lead to a displacement or deletion of frequencies of interaction and a mis-
estimation of potential stability issues. The equivalent circuit of the MMC average model is depicted in
Figure 5 where a lumped capacitor Cm and a voltage source are used to mimic the dynamics of each arm. Vabc

and Zg represent the grid voltage and impedance seen at the MMC AC terminals. ΔVpabc is a small three-phase AC per-
turbation voltage. v

P
cuabc and v

P
clabc are the sum of the capacitor voltages of the SMs in the upper and lower arms, respec-

tively. The three-phase upper and lower arm currents are iuabc and ilabc, the arm voltages are vuabc and vlabc and the
modulation control signals are nuabc and nlabc. vgabc and igabc are the voltage and currents on the AC side of the MMC,
respectively.

For a three-phase MMC, the relationship between the arm voltage and the equivalent capacitor voltage of the SMs
can be expressed using nuabc and nlabc, as:

vuabc ¼nuabcv
P
cuabc ð5Þ

vlabc ¼nlabcv
P
luabc ð6Þ

This average representation of the MMC is considered as the basic small-signal modeling of the MMC. Differ-
ent approaches have been taken to model the MMC using state-space or impedance representation. Several arti-
cles have suggested different MMC small signal modeling approaches, for example using the harmonic state-
space (HSS) method to consider the different harmonics circulating in the MMC in impedance form or in state
space (Chen et al., 2020; Lyu et al., 2019). As an alternative, the block diagonal dominance-based model reduc-
tion is suggested by Zong et al. (2021) and other state-space representation is presented by S�anchez-S�anchez
et al. (2018).

FIGURE 5 Equivalent circuit of a three-phase modular multilevel converter (MMC)
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3.3.5 | Small-signal models with multiple power system components

The small-signal models of power system components are implemented in their own reference frames. However,
when a power system model is considered all components must be transformed to a single reference frame. If the
models are expressed in the dq- frame, the electrical variables, i.e. currents and voltages, are transformed between
references based on an angular rotation θ ij that represents the phase shift between the two references, ri and rj. An
angular rotation must be completed for each separate reference frame onto the chosen common frame to ensure the
alignment of all of the system components. Examples of dq-frame reference transformations applied for conventional
and power electronics based systems are presented by Padiyar (1999), Xiao et al. (2019), and Collados-Rodriguez
et al. (2019).

4 | STABILITY ANALYSIS TOOLS

4.1 | State-space analysis

4.1.1 | Eigenvalues and PFs

Eigenvalues and PFs are conventional tools used to analyze the impact of oscillatory modes in power system stability
(Kundur & Paserba, 1994). The eigenvalues are obtained from the diagonalization of the state matrix A and provide
detailed information of the oscillatory modes, such that the frequency and the damping ratio are obtained as f = ℑ
(λ)∕(2π) and ξ = �ℜ(λ)∕jλj, where λ is the eigenvalue associated to the mode. Unstable eigenvalues are related to a neg-
ative damping, while positive values close to zero are identified as potential modes to be destabilized for different opera-
tion conditions or control parameters.

The PFs are used to define a relative relationship between state variables and modes (Kundur & Paserba, 1994). As
a result, a participation matrix can be defined as:

P¼ P1,P2,…,Pn½ �; Pi ¼ p1i,p2i,…,pni½ �T ð7Þ

where pji for i, j = 0,…,n are the PFs of the state variable j in the mode i. The PFs pji provide a measure of the contri-
bution that state variables have on each mode and vice versa. A normalization is usually applied, such that the sum
of PFs for each mode or for each variable is equal to 1. This ensures a relative comparison between variables or
modes.

PFs can provide an indication of interactions between components of a power system. The state variable can
be grouped according to their associated components (Collados-Rodriguez et al., 2019). Then, an interaction is
identified when a mode has participation from state variables of different components. However, if a coupling
effect between components does not have any associated state variable, the PFs might not be used to identify
interactions.

4.1.2 | Application in power-electronics-based systems

Eigenvalues and PFs have been traditionally used for the analysis of oscillatory phenomena related to rotor angle stabil-
ity, voltage stability, and subsynchronous resonances (SSRs; Kundur & Paserba, 1994; Padiyar, 1999). The contribution
of power electronics elements can also be analyzed with state-space analysis tools. The impact of variable speed wind
turbines in interarea oscillations was presented by Du et al. (2017) and the introduction of a power oscillation damping
control in a multi-terminal HVDC system was introduced by Renedo et al. (2021). In addition, eigenvalues and PFs
were used for the analysis of subsynchronous torsional interactions (SSTIs) with a VSC-HVDC link as presented by
Kovacevic et al. (2020), subsynchronous control interactions (SSCI) due to type 3 wind turbines as described by Sur-
iyaarachchi et al. (2013) and Ostadi et al. (2009) and converter-driven interactions in HVDC-connected wind farms as
presented by Kunjumuhammed, Pal, Gupta, et al. (2017) and networks with high penetration of VSC elements as
described by Collados-Rodriguez et al. (2019).
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4.2 | Frequency-domain analysis

4.2.1 | General stability analysis approach

The power system can be considered as a generic multiple-input multiple-output (MIMO) control system, where the
closed-loop transfer functions are defined as T(s) = G(s)∕[1 + L(s)] and the open-loop transfer functions as L(s) = G(s)
H(s) with a matrix dimension of m � m. Based on these definitions, the stability of a closed-loop system can be studied
from L(s). Since L(s) is a MIMO system, the frequency response is analyzed from the eigenvalues λk for k = 0,…,m of the
matrix L( jω). Then, the stability can be evaluated from the gain or phase margin and the General Nyquist Criterion
(GNC) applied for each eigenvalue λk (Harnefors, 2007b, Skogestad & Postlethwaite, 2005). The eigenvalue analysis pro-
vides the same information about the stability conditions, since the poles of the closed-loop system T(s) are equivalent
to the eigenvalues of the state matrix A.

Note that the computation of L(s) is required, as well as prior knowledge of the number of RHP poles in the case of
the GNC. Further, a limitation of these methods is that the partial contribution of G(s) and H(s) on the general stability
cannot be identified. In general, this approach is mainly used for a reduced MIMO system obtained from impedance
models as presented in Section 4.3.

4.2.2 | Conventional methods for power systems

Frequency-domain tools have been used for the analysis of interactions in conventional power systems, focusing on
instabilities in the subsynchronous frequency range due to the dynamic response of SGs. Such tools include frequency
scanning methods to identify potential resonance frequencies as presented by Annakkage et al. (2016) and Agrawal and
Farmer (1979) and stability evaluation methods as described by Canay (1982), Tabesh and Iravani (2005), and Tabesh
and Iravani (2004).

Resonances due to self-excitation of the SG were identified with the frequency scan method presented by Agrawal
and Farmer (1979), which measures the equivalent impedance from the rotor generator. The same method was also
used by Suriyaarachchi et al. (2013) for induction generators in type 3 wind turbines. The unit interaction factor (UIF)
method is another frequency scan procedure that was presented by Annakkage et al. (2016) to analyze torsional interac-
tions between generator-turbines and HVDC converters, that is, SSTI. This factor considers the contribution of the
device nominal powers and the short circuit powers from the buses where the devices are connected. This frequency
scan method does not identify interactions due to series-connected capacitors as mentioned by Annakkage et al. (2016).

The complex torque coefficient method was presented by Canay (1982) and Tabesh and Iravani (2005), which deter-
mines stability based on the electrical and mechanical damping evaluation at the torsional frequencies. This method
was proven to be related with the Nyquist criterion as described by Harnefors (2011). The torsional interactions have
been also analyzed by Tabesh and Iravani (2004) directly applying the Nyquist criterion. The impact of power electron-
ics on torsional dynamics is also analyzed by Harnefors (2007a) employing the complex torque coefficient method and
the Nyquist criterion.

4.2.3 | Methods for power-electronics-based power systems

The previous conventional methods were also considered for power systems with power electronics, especially with
HVDC converters. However, the main purpose was still to analyze SG-related interactions in the subsynchronous fre-
quency range. Alternative methods have been presented in the literature to identify interactions and determine stabil-
ity. A large amount of methods are based on the impedance representation of the power systems and power electronics,
since this is a convenient format to share information without compromising the IP of manufacturers or system opera-
tors. All these methods are presented in Section 4.3. In addition, other methods have been explored in the recent years.

The radiality factor method is a frequency scan procedure presented by Annakkage et al. (2016) as an alternative to
the UIF. This factor considers the contribution of the network and generator impedances. Compared to the UIF, this
factor can be used to identify interactions due to series-connected capacitors, that is, SSR and SSCI.

The relative gain array (RGA) method identifies interactions between different control loops from the power system
devices. This method is a general approach presented by Skogestad and Postlethwaite (2005), but has been suggested by
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X. F. Wang et al. (2016) in the frequency domain for the interaction analysis in power systems. The RGA is defined by
the ratio of an open-loop gain and a closed-loop gain depending on the inputs and outputs under study. Then, the fre-
quency response of the RGA is evaluated to identify potential resonance interactions. This method has been presented
by Dadjo Tavakoli et al. (2020) for the interaction analysis of a VSC-HVDC link.

Singular values decomposition is also presented to identify resonance interactions. The singular values provide
information about how all the inputs affect the outputs at a given frequency ω. This analysis can be interpreted as the
extension of the SISO frequency response analysis to MIMO systems. Here, the gain of the frequency response is rep-
laced by the singular values and the phase is usually not analyzed (Harnefors, 2007b; Skogestad & Postlethwaite, 2005).
This method has been used for the dynamic analysis of a VSC connected to the grid and a multiterminal HVDC grid
(Orellana et al., 2019; Prieto-Araujo et al., 2011).

4.3 | Impedance-based stability analysis

Impedance methods are based on frequency domain analysis and consider currents and voltages as available informa-
tion of the system under study. In the literature several impedance-based methods are presented, which are described
in the following subsections.

4.3.1 | Impedance ratio analysis

The conventional impedance-based method divides the power system into two subsystems, the element under study,
and the rest of the network. Then, the associated impedance ratio, also known as minor loop gain, represents an open-
loop transfer function of the system and is used to evaluate stability (Sun, 2011). In order to apply this method, both
subsystems must be independently stable.

Figure 6 shows two different impedance-based representations of the same power systems as a single-line circuit. As
observed, each of these subsystems can be represented with a Thévenin (voltage source and impedance) or Norton
equivalent (current source and admittance). Both representations are equivalent if Z2 ¼Y�1

2 and I20 = Y2V20. The
closed-loop system for the Z + Y representation is obtained as:

i¼ Y 2

1þY 2Z1
V 10� 1

1þY 2Z1
I20 ¼Y 2V10� I20

1þY 2Z1
ð8Þ

while the closed-loop system for the Z + Z representation is obtained as:

i¼ 1
Z1þZ2

V10� 1
Z1þZ2

V20 ¼V10�V20

Z1þZ2
¼Y 2V10�Y 2V20

1þY 2Z1
ð9Þ

where it is clear that both representations lead to the same transfer functions with impedance ratio expressed as Y2Z1.
The relation between currents and voltages is expressed as impedance or admittance depending on the definition of

inputs or outputs from the equivalent state-space model. For example, if a subsystem is represented as a Thévenin
equivalent, that is, with an impedance, the currents are inputs and the voltages are outputs.

i
V10 v

Subsystem 1

I 20

Y2

Z1

Subsystem 2

(a)Thévenin-Norton(Z+Y)representation

i

V10 v

Subsystem 1

Z1

Subsystem 2

V20Z2

(b)Thévenin-Thévenin(Z+Z)representa-
tion

FIGURE 6 Impedance-based representation of a generic power systems. (a) Thévenin–Norton (Z + Y) representation (b) Thévenin–
Thévenin (Z + Z) representation
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Since the impedance ratio represents the open-loop system, the stability can be analyzed employing the
general methods presented in Section 4.2.1, which includes the phase or gain margin and the GNC. In particular,
if the impedance ratio is a 2 � 2 matrix, two eigenvalues, λ1 and λ2, are considered. If the system is close
to instability, the frequency values that represent the phase and the gain margin in the Bode plots are also
close to the unstable resonance frequencies (Sun, 2011; X. Wang et al., 2018). This is also equivalent to the fre-
quencies where the Nyquist plots intersect the negative real axis (gain margin) and the unity circle (phase margin).
The impedance ratio analysis provides information about stability, but with limited details about the unstable
modes.

4.3.2 | Passivity analysis and positive-net-damping criterion

The concept of passivity refers to the ability of a system component to consume or dissipate energy. In particular, con-
sidering an impedance representation, a system is passive when the real part of the equivalent impedance, that is, the
resistance, is non-negative for all frequencies.

In general, a linear time invariant MIMO system, defined by a m � m transfer matrix F(s), is passive, if and only if, it is
stable and F(s) is positive semidefinite, that is, the minimum eigenvalue λmin of 0.5[F(jω) + FT(jω)] is non-negative 8ω
(Beza & Bongiorno, 2019). Note that λmin is referred to as passivity index. Then, for the open loop system L(s) = G(s)H
(s), F(s) could be either G(s) or H(s), such that the passivity-based requirement for stability is that G(s) and H(s) are both
passive.

The passivity analysis also considers that the system is divided in two subsystems, but this method examines each
subsystem independently. In case of using an impedance representation, the passivity analysis is applied to the equiva-
lent impedances or admittances of the subsystems. For example, in Figure 6a both Y2 and Z1 must be passive to ensure
stability (Beza & Bongiorno, 2020). If either or both of Y2 and Z1 are nonpassive in a frequency range, there is a risk of
resonance interaction in this interval, where the stability has to be assessed using another method such as the GNC.
This method gives information about the critical frequency ranges, which can be used to increase the passivity proper-
ties of each subsystem and improve overall stability. However, this criterion might consider conditions that are too
conservative.

The positive-net-damping criterion was presented by Sainz et al. (2017) and Cheah-Mane et al. (2017) to
provide similar information as the passivity analysis, but considering the total damping contribution of both
subsystems. This stability criterion is derived from the phase and gain margin conditions and is proposed as a
reformulation of the approaches presented by Canay (1982) and Harnefors (2011) for conventional power sys-
tems. However, this method is limited to harmonic frequencies, where the impedance matrix is symmetric
(Sainz et al. (2017)).

4.3.3 | Additional methods based on two subsystems

The impedance ratio analysis cannot be applied if one of the subsystems is not independently stable. This is equiva-
lent to have right-half-plane (RHP) poles in the impedance ratio. Also, the GNC cannot be applied if the impedance
ratio defines an improper transfer function, that is, the order of the numerator is higher than the order of the denom-
inator. Subsystems with a Z + Y representation, as in Figure 6a, do not have RHP poles and define a proper system
Liao & Wang, 2020. However, in subsystems with a Z + Z, as in Figure 6b, or Y + Y representation, the previous
conditions might not be ensured. In this case, alternative methods have been reported in the literature to evaluate
the stability.

The impedance sum analysis is presented by Fangcheng et al. (2013) and F. Liu et al. (2014) as a solution for
subsystems represented as Z + Z and Y + Y. In this case, the impedance sum represents the denominator of the
closed-loop system, for example, as seen in Figure 6b. Therefore, the RHP zeros of the impedance sum determine
the stability, which is equivalent to evaluating the encirclements of the complex plane origin if Nyquist plots
are employed (Liao and Wang (2020)). A general impedance analysis method is presented by Liao and Wang (2020),
which can be applied for any impedance representation of the subsystems. This method analyses the Bode plots
of each impedance or admittance independently, which provides more information about the contribution of each
element to the potential instabilities.
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4.3.4 | Impedance analysis methods for large systems

The impedance network modeling is presented as an alternative to deal with large and meshed systems and provides
information about the frequency and damping of oscillatory modes (H. Liu & Xie, 2018; Liu, Xie, Gao, et al., 2018; Liu,
Xie, & Liu, 2018). This method aggregates the power system into a lumped impedance matrix ZΣ that represents the
closed-loop system. Then, for a controllable and observable system the stability can be evaluated from the zeros of the
ZΣ determinant, which is equivalent to the closed-loop eigenvalues. This approach can be considered as an extension of
the impedance sum analysis, but applied for large systems.

A frequency-domain modal analysis is also presented by Zhan et al. (2019) to deal with large systems. This method
is similar to the eigenvalues and PFs analysis, but the procedure is different. In this case, the whole system is represen-
ted as a nodal admittance matrix (NAM). Then, the oscillatory modes are obtained from the zeros of the NAM determi-
nant. The participation that each network branch and node has on the oscillatory modes is determined from the
eigenvectors. However, in the PF's analysis the participation is related to the state variables.

Another similar method employing the NAM is presented by Orellana et al. (2021) to determine the most relevant
harmonic frequencies and stability conditions. In this case, the harmonic frequencies are obtained based on the reso-
nance mode analysis described by Xu et al. (2005), while the stability is evaluated considering an extension of the
positive-net-damping criterion presented by Sainz et al. (2017) and Cheah-Mane et al. (2017).

4.4 | Promising analysis trends

The analysis of large power systems with high penetration of power electronics remains complex. These issues diffuse
into the small-signal analysis and stability tool applications presented in the previous sections. Several options have
been explored in the literature to deal with large power systems, which include the following approaches: aggregation
methods and model reduction methods.

Aggregation methods have been largely used in conventional power systems. The coherency method is mainly pres-
ented used to aggregate synchronous units (Chow (2014)). A group of generators is defined as coherent when their
dynamic response is the same during transient events. One technique presented by Chow (2014) is the slow coherency
approach for linear systems, where the main focus is on the interarea oscillation analysis. This approach was also pro-
posed by Chandra et al. (2016) for wind farm aggregation and the limits of this method were described by Khalil and
Iravani (2018). Another simpler approach to aggregate wind farms is presented and evaluated by Kunjumuhammed,
Pal, Oates et al. (2017), where the wind turbines are grouped per string in order to keep the representation of medium
frequency oscillations. Also, Wang et al. (2021) presents a method to aggregate the wind farm collector grid as a radial
configuration in order to facilitate the impedance-based analysis.

Model reduction methods simplify the initial power system such that the dynamic analysis is not affected. The selec-
tive modal analysis aims to reduce the state-space model keeping only the relevant modes with a high PF of the specific
state variables. (Chow, 2014). This approach has been traditionally presented for conventional power systems with
focus on the subsynchronous dynamics, mainly the interarea oscillations. The application of this technique in large
power systems with conventional and renewable generation was presented by Kouki et al. (2020). This approach is con-
sidered by Costa et al. (2020) for SSCI analysis in wind farms with type 3 wind turbines. Another promising method
based on model reduction is the networked control analysis. This technique was presented by Fan (2017) to analyze
interarea oscillations with linear models. The power system is represented by a graph Laplacian matrix, which allows
the decomposition of a large system into multiple small-scale systems that keep the significant dynamic characteristics.
Such small-scale systems represent single components, for example, generators, or groups of components with similar
characteristics. This method is used by Yang et al. (2021) to analyze interactions between grid-forming and grid-
following converters.

Another important challenge in the power system analysis with power electronics is the application of mathematical
techniques for nonlinear dynamics. Power electronics present a nonlinear response, particularly during transient events
such as faults, due to the control saturation for converter current limitation. In general, linear models are valid for iden-
tification of oscillatory modes, but nonlinear events can also excite other interactions that cannot be captured. The exis-
ting nonlinear techniques are limited to small-size systems due to their mathematical complexity (Hu et al., 2019; Taul
et al., 2019; Zhang et al., 2021). The implementation of high order models could represent a potential solution. Tian
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et al. (2018) presents a third-order normal form approximation to analyze power system nonlinear dynamics. An inter-
action and a stability index are also proposed in the same publication.

5 | APPLICATION CASE STUDIES

5.1 | Interactions between SG and VSC

5.1.1 | Essential power systems model

An simplified model of a power system that contains a converter, a SG and a load can be used as example to identify
interactions and analyze stability. Figure 7 shows the scheme of the system and more details are described by Collados-
Rodriguez et al. (2019). The converter is modeled as an average model of a two-level VSC without considering the DC
side. The converter control is implemented in qd-frame and follows a conventional structure with an inner current loop
and outer loops based on active power, frequency, and AC voltage controls. A phase-locked-loop is required to track
the grid angle and frequency. The SG is modeled as a round rotor generator with excitation, steam turbine, and gover-
nor systems. The line is represented with an RL circuit, while the load is considered to be active power demand
modeled as a resistance.

5.1.2 | Results

The scenario under analysis considers that the converter is rated at 500 MVA, the SG at 115 MVA, and the load is
500 MW. The load is supplied considering a SG contribution of 70% of the nominal power. Then, the systems dynamics
are analyzed by varying the frequency droop percentage R from 5% to 1%.

Figure 8 shows an eigenvalue analysis where a mode clearly moves to the unstable area when R = 1%. The PFs in
Table 1 show information about the two modes that present the highest damping reduction when R is decreased. In
particular, the unstable mode corresponds to an eigenvalue with frequency around 50–70 Hz. These two modes repre-
sent interactions between the SG and the VSC, since PFs are different to zero for SG and VSC-related state variables.
However, the main contribution is from SG-related state variables.

In addition, frequency domain tools based on impedance analysis can be used following the system split at bus G, as
shown in Figure 9, where VSC and the line are represented as a Norton equivalent, while the SG and the load as a

FIGURE 7 Essential model scheme

FIGURE 8 Eigenvalues of essential model example
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Thévenin equivalent. The equivalent impedance Zg+load and admittance Yc+l are expressed in dq-frame. Then, two tech-
niques are employed to analyze interactions and evaluate stability: impedance ratio analysis and passivity analysis.

The Nyquist plots of the eigenvalues obtained from the impedance ratio Yc+lZg+load in Figure 10 clearly show that
when R = 1% the system is unstable, because according to the GNC the eigenvalue λ2 encircles the point (�1, j0) in
clockwise direction. Also, the unstable oscillation frequency is approximately identified when λ2 intersects the negative
real axis, which is equivalent to the frequency where the gain margin is evaluated. In this case this frequency is identi-
fied as 66.1 Hz.

The passivity analysis of Yc and Zg provides additional insights on the contribution that each subsystem has on the
instability. From the frequency response of the passivity index λmin in Figure 11 it is observed that the interconnected

TABLE 1 Participation factors of essential model example. Gray scale colors are used to highlight participation relevance for values

above 0.3

Mode 5/6
Mode 14/15

R = 5% R = 2% R = 1% R = 5% R = 2% R = 1%

f (Hz) 50.81 60.92 72.96 1.22 1.52 1.65

damp 0.37 0.09 �0.01 0.41 0.25 0.18

real �125.31 �34.97 6.41 �3.47 �2.42 �1.85

VSC PLL e1_pll 0.09 0.12 0.12 0.00 0.00 0.00

e_thetax 0.10 0.09 0.07 0.20 0.35 0.37

IVSC ic_qx 0.00 0.02 0.03 0.00 0.00 0.00

ic_dx 0.03 0.06 0.08 0.00 0.00 0.00

ICTRL Seic_q 0.00 0.00 0.00 0.00 0.00 0.00

Seic_d 0.00 0.00 0.00 0.00 0.00 0.00

PCTRL Sp_unfiltered 0.00 0.00 0.00 0.02 0.02 0.01

SerrPx 0.07 0.14 0.18 0.22 0.15 0.08

VACCTRL Su_unfiltered 0.00 0.00 0.00 0.00 0.00 0.00

SerrVacx 0.00 0.00 0.00 0.01 0.01 0.01

DELAY delq_x 0.00 0.01 0.01 0.00 0.00 0.00

deld_x 0.00 0.01 0.02 0.00 0.00 0.00

SG ISG isd_x 1.00 1.00 1.00 0.99 1.00 0.79

ikd_x 0.41 0.37 0.34 0.14 0.17 0.14

ifd_x 0.41 0.39 0.36 1.00 0.97 0.76

isq_x 0.97 0.71 0.90 0.13 0.77 1.00

ikq1_x 0.13 0.09 0.12 0.02 0.12 0.16

ikq2_x 0.75 0.54 0.69 0.11 0.66 0.85

MECH wg_x 0.00 0.00 0.00 0.39 0.48 0.44

turb_x 0.00 0.00 0.00 0.00 0.00 0.00

EXC exc_x1 0.00 0.00 0.00 0.00 0.00 0.00

exc_x2 0.00 0.00 0.00 0.00 0.00 0.00

FIGURE 9 Impedance-based representation of essential model
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system is nonpassive for frequencies lower than 147 Hz (R = 1%) due to the nonpassivity of the subsystem that includes
the VSC and the line. This subsystem becomes nonpassive for a wider range of frequencies as R is decreased (up to
371 Hz for R = 1%). This frequency range includes the unstable resonance frequency identified from the Nyquist plots.
However, from the passivity criterion the frequency range of potential resonance instabilities is too wide, including both
sub-synchronous and harmonic frequencies. The time-domain simulation in Figure 12 shows an unstable oscillation of
67 Hz when R = 1%, which can be used to validate the results from the stability analysis tools.

5.2 | Grid-connected MMC stability assessment using MMC the impedance method

This study case is based on the average MMC representation presented in Section 3.3.4 and the impedance modeling
presented by Chen et al. (2020). The example shows the resulting admittance of the MMC converter using two different

FIGURE 10 Nyquist plots of the impedance ratio eigenvalues for the essential model example (a) λ1 (b) λ2

FIGURE 11 Frequency response of the passivity index λmin for the essential model example

FIGURE 12 Time domain results of grid frequency ωg for the essential model example
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converter control strategies. The admittance model is developed in the pn-frame and it is validated against a real-time
switching model. In addition, an initial stability assessment is presented.

To validate the obtained MMC admittance model in the pn-frame, the calculated values are compared to the mea-
sured impedance from equivalent time domain models using the frequency sweep method. For the MMC operating in
inverter mode and importing 1 GW active power from the DC to the AC side, the small-signal Ypp MMC admittances
with respective PV (active power and AC voltage) and PQ (active and reactive power) controllers, and direct active and
reactive current control are compared in Figure 13, with admittances from the analytical model and time domain
RSCAD model. As shown in Figure 13, the admittances measured in the time-domain accord well with those derived
from the MMC analytical model. The MMC admittances for PV and PQ control, and direct current control at high fre-
quency are similar but noticeable differences can be observed in the low frequency areas. This indicates that the MMC
control mode can significantly impact on system stability.

5.2.1 | Stability assessment

Using the obtained MMC admittance and the general concept of impedance based stability assessment, system stability of
an MMC connected to the power network can be studied under different operating points and control modes. Figure 14
shows the simplified system configuration. The AC grid is represented by a Thévenin Equivalent composed by a voltage
source Vg and the grid-side resistor Rg and inductor Lc. An AC cable connects the grid to the MMC and is represented by
equivalent Π-type model and the equivalent RLC parameters. The transformer is represented by the inductor Lt.

Tests on the impact of different active power output on the system stability are carried out, and the AC grid SCR is
set at 1.87. Figure 15a compares the Nyquist plots with active power of 0.5 and 1 GW using the calculated MMC imped-
ance. As it can be seen that the system becomes unstable with 1 GW output active power while the system is stable with
0.5 GW. For the time-domain simulation shown in Figure 15b, the active power output of the MMC is ramped up from

FIGURE 13 Comparison of calculated and measured Ypp modular multilevel converter (MMC) admittance for different control modes

FIGURE 14 The simplified circuit for modular multilevel converter (MMC) based grid
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0.5 to 1 GW at 2.5 s. The system becomes oscillatory after the active power increase, which is in good agreement with
the analysis in Figure 15a.

6 | CONCLUSION

This article has presented a review on modeling and stability tools for small-signal analysis of power systems dominated
by power electronics. Although small-signal analysis is limited to linear or linearized models around an operation point,
this approach allows employing state-space models and a large range of stability assessment techniques. Models in the
dq-frame or the αβ-frame are typically used to analyze stability. Recently, models in the pn-frame have been employed
for impedance-based analysis. Models for converters, in particular for VSCs, are simplified as low frequency or average
models, which is more convenient for stability analysis and to be integrated as state-space models in power networks.

Small-signal stability analysis tools can be divided in two main groups: state-space and frequency-domain tools.
Within state-space analysis, eigenvalues and PFs are the main tools to analyze stability and identify problematic modes.
Although these methods are used in conventional power systems, their application in power-electronics-based systems
have been also considered.

Frequency-domain analysis includes a range of tools used for synchronous-generation-based power systems, such as
the complex torque coefficient method and frequency scan techniques. However, in power-electronics-based power sys-
tems additional frequency-domain tools have been developed in the recent years. In particular, impedance-based methods
are presented as convenient solutions for manufacturers and system operators to share dynamic information about the
converters and the network without compromising their IP. The conventional impedance-based analysis splits the system
in two parts and determines stability conditions from the impedance ratio of both parts employing typical approaches,
such as phase or gain margins and the General Nyquist Criterion. Similarly, other techniques such as passivity analysis or
the positive-net-damping criterion consider the separate contribution of each part. Recently, impedance-based tools are
dealing with larger systems and try to extract as much information as possible about the oscillatory modes.

Small-signal stability tools should be able to provide more information about the origin or mechanism of the insta-
bility rather than just evaluating stability conditions. Although state-space techniques provide more details about the
instabilities, information about all power components is required, but not always available. Therefore, frequency-
domain techniques, being the impedance-based analysis one of the most promising options, can be considered as an
alternative. However, such frequency-domain techniques must be able to provide details of the instability with limited
information about the system.

The analysis of power-electronics-based power systems must be extended for large power system. Aggregation and
model reduction methods are potential options to analyze large systems with the existing small-signal stability tools.
Also, additional methods to analyze nonlinear stability problems must be explored. One option suggested in the litera-
ture is the implementation of high order models.

Two case studies have shown the application of some stability analysis techniques considering power converter,
SGs, and passive components such as lines or loads. Although small-signal analysis is employed to evaluate the stability
conditions, time-domain simulations of nonlinear models are required for validation.

FIGURE 15 System stability with different active power
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