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A B S T R A C T   

Background: and Motivations: Continuous Blood Pressure (BP) monitoring is crucial for real-time health 
tracking, especially for people with hypertension and cardiovascular diseases (CVDs). The current cuff-based BP 
monitoring methods are non-invasive but discontinuous while continuous BP monitoring methods are mostly 
invasive and can only be applied in a clinical setup to patients being monitored by advanced equipment and 
medical experts. Several studies have reported different techniques for predicting BP values from non-invasive 
Photoplethysmogram (PPG) and Electrocardiogram (ECG) signals. Apart from BP readings, estimating ABP 
waveforms from non-invasive signals can provide vital body parameters such as Mean Arterial Pressure (MAP) 
which can be used to determine poor organ perfusion, nutrient supply to organs, and cardiovascular diseases 
(CVDs), etc. 
Methods: It is challenging to estimate ABP waveforms while maintaining a high BP prediction performance and 
ABP waveform pattern. In this work, we propose a novel approach for ABP waveform estimation by separating 
the task into BP prediction and a normalized ABP waveform estimation through segmentation from PPG, PPG 
derivatives, and ECG signals, and combining afterward. We propose the Nested Attention-guided BiConvLSTM 
Network or NABNet which uses LSTM blocks during segmentation for better handling of the existing phase shifts 
between PPG, ECG, and ABP signals. Several experiments were performed to improve the ABP reconstruction 
performance, which was combined with an existing BP prediction pipeline for the non-invasive estimation of ABP 
waveforms. 
Results: The proposed framework can robustly estimate ABP waveforms from PPG and ECG signals by reaching a 
high MAP performance and low construction error while maintaining the overall Grade A performance of the BP 
prediction pipeline. 
Conclusion: Linearly translating the range-normalized, synthesized ABP segments by corresponding SBP and DBP 
predictions from the BP prediction pipeline managed to robustly estimate ABP waveforms from PPG and ECG 
signals.   
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1. Introduction 

Cardiovascular Diseases (CVDs) are the leading cause of death 
around the world according to World Health Organization (WHO) [1]. 
Around 17.9 million lives are being lost worldwide due to CVDs every 
year, which is approximately 32% of the total death Worldwide [2]. 
CVD can be of many types such as coronary heart disease, cerebrovas-
cular disease, rheumatic heart disease, etc. More than 85% of CVD- 
related deaths cause heart attacks and strokes [3] and high Blood 
Pressure (BP) or hypertension [4]. Long-term continuous BP monitoring 
can dynamically reflect the change in one’s health condition, thus pre-
dicting and helping in preventing potential complexities [5,6]. Recently, 
BP and heart rate monitoring systems showed great promise in diag-
nosing and monitoring CVDs [7,8]. Commonly used clinical BP mea-
surement techniques involve auscultation and cuff-based oscillometric 
techniques, which are non-invasive but discontinuous. Traditional 
ambulatory practices use the oscillometric method for BP measurement, 
which involved repeated inflation of the cuff around the arm. Such 
procedures cause discomfort, disturbance during rest, and even pain for 
some patients. They also cannot be applied to patients with existing 
complexities such as “Lymphedema” [9]. Thus, the demand for a robust, 
cuffless method for measuring BP has significantly increased even in a 
clinical setup. Despite the need, no commercially available device has 
been approved in clinics for continuous and non-invasive BP measure-
ment. Currently, the gold standard for real-time, continuous, and ac-
curate BP monitoring is done by inserting a small catheter called an 
“Arterial Line” into a patient’s artery [10], which captures Arterial 
Blood Pressure (ABP) waveform and BP metrics are extracted from the 
ABP signal. This approach is not suitable for wearable systems or in- 
home settings due to the invasiveness, complexity, advanced equip-
ment, and medical expertise requirement in the process. On the other 
hand, certain high-risk CVD conditions such as “masked”, or “white- 
coat” hypertension cannot be identified just from auscultatory or oscil-
lometric techniques using only BP metrics rather it requires continuous 
monitoring of the ABP waveforms [11]. Additionally, Mean Arterial 
Pressure (MAP) recorded from ABP waveforms can be used to identify 
poor organ perfusion. MAP can be used to determine overall blood flow 
and the level of nutrient delivery to an organ, thus often used in critical 
conditions such as “Septic Shock [12]. Too low MAP can lead to shock, 
syncope, or poor organ perfusion. On the contrary, too high MAP exerts 
stress on the cardiovascular system and might even lead to CVDs [13]. 
For these reasons, it is important to develop improved methods for 
continuous and non-invasive ABP monitoring (additional to BP moni-
toring), especially for high-risk patients in both clinical and home 
settings. 

In recent years, Machine Learning (ML) based techniques have been 
used extensively to predict BP from Photoplethysmogram (PPG) and/or 
Electrocardiogram (ECG) signals [14–20]. The initial approach for 
predicting BP largely comprised of manually extracting features such as 
physiological parameters and PPG signal features [17], amplitude and 
phase information of PPG signals [18], Womersley Number [14,15], 
Level-Crossing Features (LCFs) from the derivatives of PPG signals [19] 
and then, apply ML-based regression algorithms on the extracted fea-
tures for the BP prediction. Popular Pulse Transit Time (PTT) based 
methods [14,21,22] are effective for healthy individuals and outpatients 
but not so much for inpatients, especially patients in the Intensive Care 
Unit (ICU). These methods largely suffer from various time-domain 
feature-related issues since their accuracy gets affected by several fac-
tors and requires frequent recalibration [23]. Due to the ability of the ML 
algorithms to learn intricate features from the signals in a dataset, they 
solved the drawbacks of traditional PTT-based approaches. ML algo-
rithms such as Multilayer Perceptron (MLP) [18,24,25], and other 
traditional algorithms, such as Support Vector Machine (SVM) [15,26], 
Random Forest (RF) [15,16,17,27], Decision Trees [28], Adaptive 
Boosting (AdaBoost) [17], Gradient Boosting (GradBoost) [29], etc. 
have been used extensively in this domain. More recent studies tried to 

use Deep Convolutional Neural Networks or Deep CNNs for BP predic-
tion [30–45]. Since Deep CNNs can extract latent features automatically, 
challenges and limitations faced in manual extraction of features were 
avoided. For this reason, even though some of the Deep Learning-based 
approaches worked on features [27,42] most of them worked on raw 
signals. Esmaelpoor et al. [43] proposed an interesting pipeline where 
they extracted features using a CNN model and applied LSTM on the 
features to extract BP information, which greatly inspired our previous 
work [44]. 

Now, continuously predicting true MAP (true MAP is not estimated 
from discrete SBP and DBP values, rather it is the mean of the ABP 
waveform itself) requires ABP signals to be present in the dataset. ABP 
being an invasive signal is not easy to collect in a normal setup unlike 
PPG and ECG and requires clinical intervention and Institutional Review 
Board (IRB) approval for data acquisition. The Medical Information 
Mart for Intensive Care III (MIMIC-III) dataset [46] provides clinical and 
waveform data from several thousand patients containing data for 
several vital body parameters and some physiological signals, such as 
PPG, ECG, and ABP. Based on the MIMIC-III dataset and some private 
datasets, several studies tried to predict MAP, SBP, and DBP [27]. Until 
very recently, a few studies aimed at estimating the ABP waveform itself 
[31,32,36,37–39,41,45]. Robustly estimated ABP waveforms could 
provide all vital BP information along with waveform patterns con-
taining valuable cardiovascular information. Literature shows that both 
PPG [47] and ECG [48] can be used for the early detection of CVDs such 
as Atrial Fibrillation. Now, PPG and ABP are intrinsically related 
[49,50], which is the primary idea behind using PPG features to predict 
BP values and estimate ABP waveforms. On the other hand, adding ECG 
with PPG provides the system with features such as Pulse Arrival Time 
(PAT) and Pulse Transit Time (PTT) which deep convolutional neural 
networks can learn during training. Thus, estimated ABP signals from 
PPG and ECG have the potential to inform early about cardiovascular 
anomalies alongside BP parameters, provided that the estimation is 
correct. This makes it more important to design a system that can 
robustly estimate ABP waveforms in all types of situations. 

With the advancement of technology, PPG and ECG can be acquired 
non-invasively and in recent times, there have been smart wearable 
technologies that can make the process much more comfortable and 
accessible [51]. Implementing a robust model with such a system will 
provide ABP waveforms in real-time. Most recent studies proposed 
several Deep ConvNets and ML pipelines for estimating ABP from PPG 
and/or ECG. But the challenge often faced by the researchers was the 
absolute magnitude of the ABP waveforms. It is not straightforward to 
estimate ABP directly using deep networks since they are the most 
efficient in the normalized form [52–53]. While PPG and ECG can be 
normalized and still retain almost all vital features (performed in most 
studies in the literature), ABP waveforms contain BP information for 
which a normalized ABP waveform does not have many usages except 
probably anomaly detection from the pattern. Ibtehaz et al. [32] and 
Athaya et al. [31] in their studies tried to estimate ABP from PPG using 
U-Net based 1D-Segmentation model. Both studies normalized the ABP 
signals using the min–max technique using global maximum and mini-
mum during training and denormalized after prediction through a linear 
transformation. This procedure is challenging since we do not know the 
denormalization factor. Even though it made the process standard, due 
to transforming all the signals with the same factor, it produced high 
errors, especially for signals with BP values far from the global factors. 
On other hand, the existing phase-shift or time delay between PPG, ABP, 
and ECG signals might also affect the segmentation performance. 1D- 
segmentation networks provide the best signal synthesis performance 
when the model can easily map the features of the target signals to the 
predictor signals one-to-one. Harfiya et al. [37] tried to directly estimate 
ABP from PPG using a Long Short-Term Memory (LSTM) based neural 
network, where they discussed in detail the effect of phase-shift between 
PPG and ABP signals during segmentation and how they dealt with it. 
Qin et al. [36] proposed Deep Variational Autoencoder with Domain 
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Adversarial Training (RDAE) model for PPG to ABP estimation where 
ABP signals were normalized and reversed using global z-score param-
eters (mean, standard deviation). In a very recent study, Mehrabadi et al. 
[45] used Cycle Generative Adversarial Network (CycleGAN) to esti-
mate ABP from PPG where the normalization procedure was not 
explained in detail. 

Therefore, in this study, we propose a method where we synthesize 
normalized ABP waveform patterns from non-invasive PPG and ECG 
signals and linearly transform them to ABP waveforms using BP values 
predicted using a BP prediction model. We also propose a novel seg-
mentation architecture called NABNet which efficiently uses CNN-based 
Bi-Convolutional LSTMs and Guided Attention to mitigate the phase- 
shift issue between PPG and ABP and improve segmentation perfor-
mance. The main contributions of this study are summarized as follows:  

• To overcome the challenges in ABP estimation, we propose a hybrid 
pipeline that separates the ABP estimation process into two parts viz. 
BP prediction and ABP pattern estimation. The estimated normalized 
ABP patterns are linearly transformed into ABP signals using their 
respective BP metrics.  

• We propose the NABNet architecture which utilizes Convolutional 
LSTM and Attention Guidance concepts for improving construction 
error accumulating due to ABP phase lag during segmentation.  

• This study performs multiple sets of experiments to determine the 
best segmentation model for ABP estimation. The model is trained on 
a large, variable dataset with highly varying PPG and ECG wave-
forms to enhance the robustness and generalizability of the model. 

The rest of this study is organized as follows: after an introduction 
and brief literature review in section I, materials and methods are 
explained in section II. Section III describes the experiments performed 
to explore the best ABP estimation model. Section IV discusses the 
experimental results and Section V concludes the article. 

2. Methodology 

In this section, we briefly explain the methodology followed in this 
study in detail. At first, we discuss the proposed ABP signal estimation 
framework and the rationality behind it. Then we elaborate on the ar-
chitecture of our proposed NABNet for deep learning-based 
segmentation. 

2.1. Proposed approach for ABP signal estimation 

The proposed pipeline shown in Fig. 1 is a combination of the BP 
prediction pipeline proposed in [44] and the ABP signal pattern esti-
mation pipeline explored in this study. Since ABP waveforms have much 
higher amplitudes compared to PPG and ECG waveforms and their ab-
solute amplitudes carry vital information such as SBP, DBP, or MAP, it is 
inadequate if only the patterns are estimated. But the deep segmentation 
pipelines cannot properly handle such discrepancies in terms of ampli-
tude between the target and the estimators. So, we divided the overall 
procedure into two sections which are combined later. The purpose of 
the BP prediction pipeline is to just estimate SBP and DBP values i.e., the 
signal amplitudes while the ABP segmentation pipeline tries to estimate 
the ABP patterns from PPG and ECG. 

BP Prediction: The BP prediction sub-pipeline can utilize any effi-
cient BP prediction method. The accuracy of the final estimated ABP 
signals will largely depend on the predicted BP values in this stage since 
segmented normalized ABP patterns are linearly transformed using 
corresponding BP values. In this study, we used the BP predictions from 
the shallow U-Net-based autoencoder proposed in [44]. 

ABP Waveform Pattern Estimation: The PPG, ECG, and ABP sig-
nals used to train the segmentation model were range normalized be-
tween 0 and 1. The aim was to use a 1D segmentation network to 
estimate the ABP waveform patterns by leveraging PPG and ECG fea-
tures while boosting the performance by working on target signals 
normalized in the same range as the predictor signals. Since this pipeline 
is an ensemble of two sub-pipelines (Fig. 1), the error can be generated 
from any one of them. For instance, if the BP prediction is highly erro-
neous, the estimated ABP will also have higher errors. On the other 
hand, if the estimated ABP patterns are not matching to their ground 
truths by a large margin or there is a high phase shift, the final estimated 
ABP waveforms will have a high error in Mean Arterial Pressure (MAP) 
prediction since that value depends on the pattern and absolute position 
of the signals. But the error contributions are different for each pipeline, 
and it affects observing parameters (SBP, DBP, and MAP) differently. 
The pipeline needs to be robust enough to minimize error contribution 
from both sub-pipelines. Even though all the predictor signals during 
ABP pattern estimation were range normalized, the synthesized ABP 
patterns from the segmentation network might not be exactly between 
0 and 1, which would cause error propagation. To ensure that all esti-
mated ABP signals are between 0 and 1, they need to be range 
normalized again before linear transformation which retains the BP 
prediction performance even in the ABP signals. In other words, if all 
estimated ABP signals are not ranged exactly between 0 and 1, linearly 

Fig. 1. Flowchart showing the end-to-end pipeline for ABP signal estimation.  

S. Mahmud et al.                                                                                                                                                                                                                               



Biomedical Signal Processing and Control 79 (2023) 104247

4

transforming them will destroy the BP prediction performance achieved 
earlier. Finally, the reconstructed normalized ABP patterns are denor-
malized through a linear transformation using corresponding BP values 
from the BP Prediction pipeline following Equation (1). 

ABPi = {ABPi(norm)*(SBPi − DBPi)}+DBPi (1) 

Here, ‘i’ denotes the corresponding ith outcome from both sub- 
pipelines. Vectors are differentiated from the scalars by bolding. The 
normalized ABP patterns are multiplied by the difference between SBP 
and DBP before being added by DBP to get the estimated ABP 
waveforms. 

2.2. Overview of proposed NABNet 

In this paper, we propose Nested Attention Guided Bi-Convolutional 
LSTM Net (NABNet in short), a 1D-CNN-based Segmentation Architec-
ture that utilizes Attention Guided LSTM (AG-LSTM) block to properly 
segment slightly phase-shifted signals such as PPG and ABP. NABNet 
architecture (Fig. 2) is built on the UNet++ framework proposed in 
[54]. But in place of direct skip connections, Attention Guided Bi- 
Convolutional LSTM (BiConvLSTM) blocks (Fig. 3(a)) were used to 
reduce the semantic gaps not only among the encoders (green circle) and 
the decoders (purple circle) but also in the middle blocks (orange circle). 
The NABNet architecture uses a modified version of the Additive 
Attention Gate (AG) module proposed in [55] for image segmentation 
using UNet, followed sequentially by a BiConvLSTM block [56–58]. 

NABNet Modified Attention Guided LSTM Block: For NABNet, the 
Modified Guided Attention (MGA) sub-module (Fig. 3(a)) is placed 
sequentially with the BiConvLSTM block. Inside the Attention Guided 
LSTM block of NABNet (masked as ‘Blue’ in the NABNet architecture 
shown in Figs. 2 and 3(a)), at first spatial support is removed from both 
gating vectors gl and skip connections xl by passing them through ‘1x1x1 
Convolution’ blocks, thus reducing trainable parameters and computa-
tional complexity during linear transformation afterwards. The skip 
connections are downsampled to the resolution of the gating signal with 
a stride of 2 during convolution. The weights and Biases of this operation 

can be formulated as WT
x xl,down

i + WT
g gi + bg, where WT

x and WT
g 

correspond to the weights of the skip connection(s) and gating signal, 
respectively; bg is the combined bias from both terms. Following the 
linear transformation (here, element-wise addition), there is a non- 
linear activation function is placed sequentially to condition the 
model predictions on a large receptive field. In this case, Rectified Linear 
Unit (ReLU), denoted by σ1, has been used as the non-linear function. 

For ReLU, σ1

(
xl

i,c

)
= max(0, xl

i,c), where ‘i’ and ‘c’ denote spatial and 

channel dimensions, respectively. ReLU is followed by a ‘1x1x1 
Convolution’ block termed as ψ , with a bias term bψ . The process up to 
this point is combined and called as ql

att in Equation (2). In the original 
implementation, trilinear interpolation was used as the resampler [55]. 
In this implementation, there are two resamplers, one uses the 
interpolation-based UpSampling technique, and another uses Trans-
posed Convolution for resampling. Then they are added element-wise to 
produce the final Attention Coefficient, ‘α’. From literature, transposed 
convolution, which is like a reversed version of the convolutional 
operation, resamples the coarser features differently than the traditional 
interpolation techniques [59]. Some architectures such as DenseIncep-
tionUNet [60] achieved higher performance by resampling the coarser 
features from lower layers using both techniques parallelly and adding 
them up before concatenation during up-sampling which reduced 
feature loss. Here, let’s, h2

nxn(•) denotes the Transposed Convolution 
layers with strides = 2 and u2(•) denotes the UpSampling block. This 
operation can be formulated as in Equation (3). The ‘Sigmoid’ activa-
tion function (σ2) is used before resampling to range normalize the 
Attention Coefficients between 0 and 1. Sigmoid activation function, 
which can be formulated as σ2(xi,c) = 1

1+exp(− xi,c)
, has been used in both 

resampler branches (Equation (4)). So, the Modified Attention Guided 
module can be formulated with the set of equations as follows: 

ql
att = ψT

(
σ1

(
WT

x xl,down
i + WT

g gi + bg

))
+ bψ (2)  

yl+1 = h1x1
(
yl)⊕ u2( yl) (3)  

αl
i = h1x1

(
σ2
(
ql

att

(
xl,down

i , gi;Θatt
)) )

⊕ u2( σ2
(
ql

att

(
xl,down

i , gi;Θatt
)) )

(4) 

Fig. 2. Proposed NABNet Model Architecture.  
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Here, ⊕ denotes element-wise addition. The MGA block outputs the 
element-wise multiplication (⨂) of the input feature maps xl,down as 
shown in Equation (5), and the attention coefficients, αi∊[0, 1], i.e., 

xl+1 =
(
xl,down⨂αl

i

)
(5) 

The BiConvLSTM block (Fig. 3(c)) takes in both the attention-guided 
feature maps xl+1 from the MGA block and the upsampled (Interpolation 
or Transposed Convolution) gating signal gl,up to produce the final 
modified skip connection and forwards it to the next convolutional 
blocks. The BiConvLSTM block consists of two ConvLSTM blocks in 
contrast to traditional fully connected LSTM (FC-LSTM) blocks. 
ConvLSTM uses convolution for input-to-state and state-to-state con-
version, thus saving more spatial information. ConvLSTM consists of an 
input gate (il), a forget gate (fl), a memory cell (cl), an output gate (ol), 
and a hidden state (Hl), which can be formulated using Equation (6): 

il = σ1
(
Wxi*ml +Whi*Hl− 1 +Wci

◦cl− 1 + bi
)

(6.1)  

f l = σ1
(
Wxf *ml +Whf *Hl− 1 +Wcf

◦cl− 1 + bf
)

(6.2)  

cl = f l◦cl− 1 + it◦tanh
(
Wxc*ml +Whc*Hl− 1 + bc

)
(6.3)  

ol = σ1
(
Wxo*ml +Who*Hl− 1 +Wco

◦cl + bo
)

(6.4)  

Hl = ol◦tanh
(
cl) (6.5) 

Here, * and ◦ represents convolution and the Hadamard function, 
respectively. ml is the input tensor consisting of gl,up and xl+1. Wxi and Whi 

correspond to the 2D convolution kernel of the input state and hidden 
state, respectively. bi, bf , bc and bo are four bias terms. 

NABNet Multi-Attention Guided LSTM Block: Here, for the 
encoder blocks, only one skip connection is forwarded to the next 
blocks. So, a single MGA block is adequate. But for the blocks where 
multiple skip connections arrive from other blocks on the same level, 
they need to be guided properly. One way is to concatenate all of them 
and perform guided attention to the concatenated signal, as proposed in 
[61], the other is Multi-Scale Attention Module (MSAM) [62] where 
each feature map is downsampled into more than two stages, then 
upsampled, added, convolved and concatenated gradually to get the 
output feature map. On the contrary, in this case, all skip connections 
were guided separately. In the Multi-Attention Guided LSTM Block for 

NABNet (Fig. 3(b), masked as ‘Green’ in Fig. 2), outputs from several 
MGA blocks (one MGA block for each skip connection) are concatenated 
and sent to a BiConvLSTM block for the final modified skip connection 
and forwarded to the next blocks. If various skip connections can be 
denoted as ‘k’, then this procedure for 1 to ‘n’ skip connections can be 
formulated as in Equation (7), 

xl+1 =
∏n

k=1

(
xl,down

k ⨂αl
k

)
(7) 

Here, ‘Π’ denotes the concatenation operation. Then, the concate-
nated feature map is fed to a BiConvLSTM block along with the 
upsampled gating signal, similar to a single MGA block. 

3. Experimentation and results 

In this section, first, the dataset used in this study and data pre-
processing steps will be explained before reflecting on the experimental 
setup developed for ABP estimation. Next, the qualitative and quanti-
tative experimental evaluation outcomes of this study are presented. 
Finally, the quantitative results are compared to the current literature. 

3.1. The Cuff-Less Blood Pressure estimation dataset, a subset of MIMIC- 
III 

The primary dataset used for this study has been used in [44] and is 
also available in this GitHub repository [63]. This dataset [63] was 
extracted and pre-processed from “The Cuff-Less Blood Pressure Esti-
mation Dataset” [64] (termed as the “UCI Dataset” in this paper) pre-
pared by Kachuee et al. [26] and stored in the UCI Machine Learning 
Repository [65] containing 12,000 PPG, ECG, and ABP records divided 
into four parts (3000 records in each). The data pre-processing steps 
have been discussed in detail in [44]. A summary of the dataset used in 
this study is provided in Table 1. 

Fig. 3. (a) NABNet Attention Guided LSTM Block; (b) NABNet Multi-Attention Guided LSTM Block; (c) Bi-Directional Convolutional Long Short-Term Memory 
(BiConvLSTM) Block Expanded. 

Table 1 
Overview of the datasets (after pre-processing).  

Dataset Parameters Minimum Maximum Mean SD 

UCI SBP  76.979  189.984  132.451  21.590 
DBP  50.000  121.451  63.928  9.979 
MAP  59.938  147.000  87.620  12.815  
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The dataset we used in this study is a subset of the MIMIC-III 
Waveform Dataset [46] shared in the UCI Database [65] by Kachuee 
et al. [26]. Another version of this dataset has been shared in Kaggle 
[66] by the same authors. The dataset has 12,000 records extracted and 
pre-processed from the MIMIC-III dataset from several unique subjects. 
Even though one or multiple records from the same subject are present 
in the dataset, the records of the same patients in this dataset are pre-
sented sequentially. Since the dataset is not shuffled before splitting, it 
was ensured that the data from the same patients are not present in train 
and test sets. It minimizes the risk of the subject-wise data leaking 
problem. We also performed 4-fold cross-validation by keeping data 
from one entire part as the test set in each fold to minimize the risk of 
leaking. For this study, three parts of the UCI dataset were combined to 
make the train set (9000 Records, roughly 75% of the dataset). The 
remaining part was taken as the test set (3000 Records) making it four- 
fold cross-validation. During training, randomly selected 20% of the 
training set was used for validation. A description of the train and test 
sets used in this experiment is provided in Table 2. 

In Appendix A, we also provide histograms and box plots (Supple-
mentary Figure S1) showing the distribution of SBP, DBP, and MAP of 
each part of the UCI dataset, and the description of train and test sets of 
each of the four folds (Supplementary Table S1). From Supplemen-
tary Table S1, it can be seen that for all folds, SBP, DBP, and MAP pa-
rameters of the test set closely match that of the train set. The sampling 
rate of all the signals from the UCI dataset (i.e., MIMIC dataset) is 125 Hz 
and was segmented as 1024 sample points (length) per segment. So, the 
duration of a single segment is approximately (1024/125) ≈ 8.192 s. 
The final preprocessed dataset contains around 191,198 segments, 
which makes the total duration of the dataset to be around 191198*8.192

60*60 ≅

435 hours. 

3.2. Data Pre-processing 

The dataset prepared for this work followed the pre-processing steps 
done in this paper [44] on the UCI dataset [26]. The signals were filtered 
and baseline corrected, bad signals were removed based on the criteria 
and thresholds mentioned in [44], two derivatives of PPG were derived 
and aligned for each segment, and finally, all four channel signals along 
with their respective BP ground truth and metadata were saved. 
Following [44] and other similar studies [32–33,37], all records outside 
the DBP range of (50–120), SBP range of (75–190), and BP difference of 
(20–120) were discarded to get rid of extreme values. The only extra 
data pre-processing steps followed in this work consisted of the 
respective normalization techniques of the ABP signals for the ‘BP pre-
diction’ and the ‘ABP pattern recognition’ sub-pipelines. 

Normalization: PPG and ECG signals were at first ‘z-score’ 
normalized, then range normalized between 0 and 1 per segment 
(Equation (8)) for both pipelines. For the BP prediction task, ABP 
waveforms were min–max normalized (Equation (9)) after being ‘z- 
score’ normalized by dividing the samples by the maximum SBP value 
from the whole dataset (globally normalized), following the procedures 
of [44], 

ABPi(normABP) = range
((

ABPi − μi

σi

)

, [0 1]
)

(8) 

On the other hand, for the ABP signal pattern estimation pipeline, 
ABP signals were normalized following the same process as PPG and 
ECG waveforms (Equation (8)) since it was noticed that keeping all the 
signals within the same range removes any bias present in the dataset 
and provides with the best segmentation performance. Here, for equa-
tions and pseudo-codes, signal vectors are written in Bold while MAT-
LAB built-in functions are written in Italic. 

ABPi(normBP) =
ABPi

SBPGlobal Maximum
(9) 

For one of the ablation studies, the phase shift between PPG, ECG, 
and ABP signals has been minimized based on an algorithm provided as 
a pseudo-code in Appendix B along with a sample visualization before 
and after phase shift correction in Supplementary Figure S2. 

3.3. Quantitative evaluation 

In this section, we quantitatively evaluated the performance of 
NABNet in reconstructing ABP waveform patterns from PPG and ECG 
compared to other state-of-the-art segmentation networks. The perfor-
mance of the networks in estimating ABP patterns is evaluated through 
the commonly used construction error metric for signal reconstruction 
on range normalized signals. BP prediction performance is evaluated 
through the standard metrics from the British Hypertension Society 
(BHS). Details about the BHS standard are provided in Appendix C. We 
also performed some statistical analysis on the BP prediction 
performance. 

Construction Error and BHS Metric: Mean Absolute Error (MAE) 
were used as the primary evaluation metric for this study. For predicted 
signals Ŷ = [Ŷ1, Ŷ2, Ŷ3,⋯, Ŷn] and ground truth signals Y = [Y1,Y2,

Y3,⋯,Yn], MAE is defined as in Equation (10), 

MAE =

∑n
i=1|Yi − Ŷi|

n
(10) 

Here, ‘n’ is the total number of data points. Now, unlike BP predic-
tion, where the predictions are single data points, here, we are pre-
dicting the whole ABP waveforms. So, error measurement was applied to 
the signal vectors as a whole, which is termed the “Construction Error”. 
MAE-based Construction Error can be defined as in Equation (11), 

Construction Error =

∑n
i=1

(∑m
j=1|Yij − Ŷij|

m

)

n
(11) 

Here, ‘m’ is the number of samples or data points in each segment, 
which is 1024 for this study and ‘n’ is the total number of segments. So, 
construction error considers the whole signal while computing the 
metric, and it is a very important secondary evaluation metric for studies 
concerning signal reconstruction. We computed the construction error 
for both normalized and final ABP waveforms and presented it in Table 3 
alongside the BP prediction performance in terms of the BHS metric. The 
main aim of designing the NABNet was to optimize MAP prediction 
performance by reducing the phase shifts among segments while 
lowering construction error through Nested Attention Guided 
BiConvLSTM blocks. Upon comparing the Performance of multiple state- 
of-the-art segmentation networks, NABNet was found to be the most 
efficient in terms of both construction errors and BHS metrics. 

Apart from MAP, around 92% and 99% of the estimated ABP 
waveforms for all networks met the BHS Grade A requirements for 
predicting SBP and DBP, respectively (Detail in Appendix C, Supple-
mentary Table S2). These performances are the same as the BP pre-
diction performance from the shallow UNet-based autoencoder 
proposed in [44] since the currently proposed pipeline is designed in 
such a way that there is no performance loss. 

Performance against the AAMI standard: According to the Asso-
ciation for the Advancement of Medical Instrumentation Standard 

Table 2 
Description of Train and Test Sets.  

No. of 
Channels 

Predictors Target Number of Segments 

Train Set Test Set 

1 PPG ABP 9000 
Records 

3000 
Records 2 PPG, ECG 

3 PPG, VPG, APG 
4 PPG, VPG, APG, 

ECG  
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(AAMI), BP measuring systems should have a Mean Error (ME) and 
Standard Deviation (SD) of magnitude less than or equal to 5 mmHg and 
8 mmHg, respectively. Moreover, the number of subjects to be evaluated 
should be more than or equal to 85. In this study, the dataset contains 
records from much more than 85 subjects [64]. 

As presented in Table 4, predictions from the NABNet best model 
meet both AAMI criteria. Histograms showing the distributions of Mean 
Errors (ME) and Mean Absolute Errors (MAE) for SBP, DBP, and MAP 
predictions are plotted in Fig. 4 and Supplementary Figure S3, 
respectively. Details about the AAMI standard are provided in Appendix 
D, Supplementary Table S3. 

Statistical Analysis: The regression and Bland-Altman plots for 
MAP predictions from the NABNet best model are shown in Fig. 5. There 
is a high correlation between the target values and the ground truths, as 
noticeable from the regression plot in Fig. 5(a). The Pearson Correlation 
Coefficient for MAP predictions is 0.974, indicating a strong positive 
correlation between the predicted values and the ground truths. For the 
Bland-Altman plots, the 95% significance level, which is shown by the 
dashed lines, spans the segment from μ − 1.96σ to μ + 1.96σ, where μ 
and σ are the population mean and standard deviation of the distribu-
tion, respectively. For MAP, the mean and standard deviations are 6.497 
and 5.141, respectively. So, MAP spanned within the range 
[1.356:11.638]. From Fig. 5(b), it can be deduced that the presence of 
outliers is not severe for MAP. Another important observation from the 
Bland-Altman plot is that the error magnitudes remain almost similar 
over the whole range. So, error performances of ABP signals with 
extreme BP values (severe hypertension) were not affected by their high 
magnitude. Regression and Bland-Altman plots for SBP and DBP and 
relevant performance metrics are provided in Appendix E, Supple-
mentary Figures S4 to S5. Theoretical background about the statistical 
parameters reported in this section has been briefed in Appendix E. 

3.4. Ablation studies 

Apart from the main experiment, we performed some ablation 
studies to understand the effect on the ABP segmentation performance 
while various parameters of the segmentation network are varied. UNet 
being one of the simplest segmentation models has been selected for this 
set of experiments. 

Model Depth: The number of levels i.e., the depth of the U-Net 
segmentation architecture varied from shallow to deep, and the seg-
mentation performance was observed and recorded in the Supple-
mentary Table S4 in Appendix F. Even though all predictor signals are 
range normalized before training, the segmented outputs were also ex-
pected to be between the same range (0 and 1), but this was not the case. 
It was noticed that for shallower segmentation models, the estimated 
signals do not only have more distortions (Fig. 6) but also fail to keep the 
predictions between 0 and 1. Shallower U-Net segmentation models 
produced rougher signals with lots of sharp edges, sometimes even extra 
peaks while deeper models produced smoother and better waveforms. 

On the other hand, the deeper model efficiently handled any 
distortion in the predictor signals (PPG or ECG) in most cases. For 
example, as shown in Fig. 6, PPG in sample number 34,583 from test fold 
1 had distortions in a few locations which did not affect the estimated 
ABP signal from the deeper model. Moreover, with a deeper model not 
only did the signal quality improve but also the signal amplitude range 
got closer to the desired level (0 to 1). As the model becomes deeper, 
ABP estimation performance gets better even without re-normalization. 

Model Width: The width of the network i.e., the number of filters 
present in each layer of the U-Net model was gradually increased by 
doubling each time while monitoring the segmentation performance. 
From Supplementary Table S5 in Appendix F, performance improved 
as the network was made wider (i.e., a greater number of filters or 
kernels per layer). The best performance was recorded when the 
network width was set at 128 for the first layer. Within the available 
resources, simultaneously deeper and wider networks (depth greater 
than 5 and width greater than 128) could not be used for this large 
dataset. 

Number of Channels: PPG, PPG’ (first-derivative or Velocity of PPG 
(VPG) or FDPPG), PPG’’ (second-derivative or Acceleration of PPG 
(APG) or SDPPG), and ECG, four signals were used for ABP signal esti-
mation. Channel number was varied from 1 to 4 using various combi-
nations of these signals, as detailed in the Supplementary Table S6 in 
Appendix F. The number of channels can be varied for both BP pre-
diction and ABP estimation pipelines, making a total of 16 combina-
tions. In practice, the number of channels for both pipelines should be 
maintained the same. To understand the performance patterns of BP 
prediction, BHS metric Grade A performance for all 16 combinations is 
presented in Supplementary Table S3 as heatmaps for SBP, DBP, and 
MAP, respectively. The improvement in performance for SBP, DBP, and 
MAP with the increment of BP prediction channels reflects the gain from 
the BP prediction pipeline. On the contrary, when the number of input 
channels for ABP estimation was varied, the performance for SBP and 
DBP remained fixed along BP estimation channels since this experiment 
was performed only on re-normalized ABP signals. A significant 
improvement was seen in MAP estimation moving from channel 1 (only 
PPG) to channel 2 (PPG and ECG). 

Deep Supervision: We applied Deep Supervision [69] and employed 

Table 3 
Performance Evaluation in terms of Construction Error and BHS Metric.  

1D-CNN Segmentation Networks Construction Error (Norm ABP Signal) Construction Error (Final ABP Signal) BHS Metric (MAP) 

Mean SD Mean SD Grade A Grade B Grade C 

UNet [67]  0.077  0.043  4.930  2.570  85.01  99.72  99.97 
Attention UNet [55]  0.075  0.043  4.784  2.530  86.46  99.78  99.99 
Ensembled UNet [54]  0.078  0.043  5.060  2.533  85.71  99.65  99.97 
UNet+ [54]  0.076  0.042  4.851  2.509  86.91  99.69  99.99 
UNet++ [54]  0.076  0.043  4.826  2.626  85.71  99.70  99.99 
MultiResUNet [68] 

(alpha = 1)  
0.076  0.044  4.870  2.457  86.49  99.78  99.99 

DenseInceptionUNet [60] (Dense Loop = 2)  0.077  0.044  4.945  2.651  86.66  99.61  99.98 
BCDUNet (D = 3) [56]  0.075  0.045  4.804  2.680  86.83  99.75  99.99 
SEDUNet (D = 3) [57]  0.075  0.047  4.790  2.715  85.91  99.70  99.98 
IBAUNet [58]  0.075  0.045  4.830  2.841  86.79  99.73  99.99 
NABNet (Proposed)  0.075  0.043  4.778  2.511  87.58  99.82  99.99  

Table 4 
Evaluation of AAMI Standard for BP Prediction.  

Our Results Parameters ME(mmHg) SD(mmHg) Number of Subjects 

SBP − 0.678 2.969 ≫85 

DBP − 0.342 1.059 

MAP − 0.678 2.969 

AAMI Standard ≤ |5|mmHg ≤ |8|mmHg ≥ 85  
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auxiliary losses on the Deep U-Net segmentation network for ABP 
waveform estimation. It has been reported in a few studies that Deep 
Supervision improves segmentation performance [70]. We employed 
additional loss operations on each deeply supervised output of the 
encoder. The weights of the outputs were decreased for premature 

outputs from the deeper layers. For example, the loss weight array for a 
five-layer U-Net was set as [1.0, 0.9, 0.8, 0.7, 0.6, 0.5] i.e., the final 
output was provided with the highest weight of 1.0 and gradually 
diminished. As reported in Supplementary Table S7 in Appendix F, 
using Deep Supervision for waveform estimation improved performance 

Fig. 4. Histogram showing Mean Error Distribution in SBP, DBP, and MAP predictions, respectively against the AAMI standard.  

Fig. 5. (a) Regression and (b) Bland-Altman Plots for MAP Prediction.  

Fig. 6. Estimated ABP signal samples from Shallow and Deep U-Net models. Here, the blue color signal is the ground truth ABP signal while the orange waveform is 
the estimated ABP. 
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significantly, especially for SBP. 
Phase-shift Correction during Data Preprocessing: There have 

been some studies that reported better results by correcting existing 
phase shifts among PPG, ECG, and ABP signals during data pre- 
processing [37,41]. So, for this experiment, we corrected the phase 
shifts among PPG, ECG, and ABP signals in the training set following the 
Algorithm provided in Appendix B. Signals before and after phase-shift 
correction are shown in Supplementary Figure S2. As reported in 
Supplementary Table S8 in Appendix F, correcting phase-shift dete-
riorated the performance since it was not corrected in the test set. So, the 
NABNet with BiConvLSTM blocks was designed to mitigate the effect of 
phase-shift. 

Based on these experiments, the best pipeline configurations for 
NABNet and other segmentation models were determined during the 

final experiment and the performances are tabulated in Table 3. 

3.5. Qualitative evaluation 

In this section, we will try to qualitatively evaluate the robustness of 
our approach for ABP waveform estimation in various aspects. As dis-
cussed in the introductory section, very few studies so far tried to esti-
mate the continuous ABP waveform instead of predicting discrete BP 
readings. Among the studies published in this domain, to the best of our 
knowledge, none tried to properly evaluate the quality of their recon-
structed waveforms while considering the reflectance of the change in 
PPG morphology, heart rate variability, cardiovascular diseases (CVDs) 
in the estimated ABP signals, which we will try to do in this section. 

Variability in PPG morphology, Pulse Arrival Time, and Heart 

Fig. 7. Estimated ABP waveforms from PPG and ECG signals from a wide range of morphology and a varying amount of phase shifts and frequency, proving the 
robustness of the model. 
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Rate: The morphology of PPG can change due to many factors such as 
contact pressure during PPG acquisition (e.g., cuff pressure) [71], blood 
pressure level [72], ageing [73], location of data acquisition (finger, 
wrist, feet, forehead, etc.) [74–75], the filter used for data pre- 
processing [76], etc. Since the change in the morphology of ABP is 
simultaneous to the change in PPG, a robust model should be able to 
map the change in PPG into ABP given that it has been trained with 
enough variability and quantity of data, and the MIMIC dataset contains 
both of these properties. On the other hand, Pulse Arrival Time or PAT 
between PPG, ECG, and ABP signals can vary due to factors such as 
hypertension [75–77], which causes phase shifts, and it varies among 
subjects and time. The model should also be able to handle signals of 
various frequencies since heart rate varies a lot among subjects due to 
various reasons. As shown in Fig. 7, our model could estimate ABP 
waveforms from various types of PPG and ECG signals with a varying 
amount of phase shift and frequency. Here, the blue waveforms repre-
sent the ground truth signals. 

Here, PPG and ABP patterns for normotension, pre-hypertension, 
and hypertension cases closely match with the plots shown in [72]. 
Mentionable that the PPG signals recorded in the MIMIC-III dataset 
should not be affected by contact pressure or data acquisition location 
since they are clinically collected finger PPG signals [46]. 

Cardiovascular Anomalies: MIMIC-III is a dataset collected mostly 
from patients in the Intensive Care Unit (ICU) [46], so there are many 
cases where traces of cardiovascular diseases (CVDs) can be noticed in 
the signals. The signals being recorded simultaneously, the presence of 
anomalies such as Atrial Fibrillation (AF) are often present in the signals. 
As annotated in Fig. 8, our proposed model managed to identify the 
anomalies from the input PPG and ECG signals and reflected them into 
the estimated ABP signals which matched greatly with the ground truth 
ABP. 

Here in Fig. 8(a) and 8(b), the abnormal beats in PPG and ECG have 

been closely estimated by the model in the estimated ABP waveform as 
the blood pressure dropped during those instances. In the case of Fig. 8 
(c), multiple anomalies can be noticed along the waveforms. ECG in 
Fig. 8(d) has a missing R-peak, which resulted in steep slopes in the 
corresponding PPG and ABP beats. The model managed to estimate this 
correctly. Some additional figures are provided in Appendix G, Sup-
plementary Figures S6 to S10. Mentionable that extremely anomalous 
signals have been removed during data preprocessing since those are 
beyond the scope of this study. 

3.6. Comparison to the current literature 

As discussed earlier, most of the studies in this domain reflected upon 
predicting only discrete BP values (SBP and DBP). Some of them also 
tried to predict discrete MAP or MBP (Mean Blood Pressure) values 
either through labeling from ABP waveforms, or from SBP and DBP 
using Equation (12), but not the ABP waveform itself, e.g., [27]. 

MAP =
SBP + (2*DBP)

3
(12) 

Since this study aims at estimating the ABP waveform itself, the 
comparison was mainly performed with similar studies. Table 5 men-
tions some studies which utilized 1D-CNN-based deep learning tech-
niques such as segmentation networks (e.g., UNet) [31–32,37], 
Variational Autoencoders (VAEs) [36], CycleGANs [45], etc. to estimate 
ABP waveform patterns from PPG and/or ECG signals. The comparison 
here is done based on Mean Absolute Error (MAE) performances for SBP, 
DBP, and MAP predictions from the estimated ABP signals due to this 
being a standard metric in this domain. Some of the studies did not 
report the performance in MAP prediction. Here, it can be seen that our 
study performed better than most of the past studies (best in terms of 
DBP) while having the longest duration of 435.1 h. Moreover, we 

Fig. 8. Estimated ABP waveforms from PPG (and ECG) signals with annotated Cardiovascular Anomalies.  
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utilized all 12,000 records from the UCI dataset which boosted the 
variability of our dataset. Contrary to the studies in the current litera-
ture, we also used both PPG (including PPG derivatives) and ECG signals 
to make the model more robust. 

4. Conclusion 

In conclusion, instead of estimating the ABP waveforms directly from 
PPG and ECG signals, this study divided the task into two sub-tasks viz. 
BP prediction and ABP waveform pattern estimation. Range-normalized 
estimated ABP patterns were linearly transformed using predicted BP 
values to get the complete ABP waveforms. The hybrid deep learning 
pipeline proposed in this study was fine-tuned through multiple sets of 
experiments to maximize the performance. All outcomes were taken 
from the estimated ABP waveforms, instead of taking BP values directly 
from the BP prediction pipeline to show that the BP prediction perfor-
mance is not lost or altered during the process. Apart from predicting BP 
values, correctly estimating ABP patterns from anomalous PPG and/or 
ECG signals can aid in a better understanding of common cardiovascular 
diseases. Apart from its simplicity, the novelty of this pipeline lies also in 
its flexibility. Other BP prediction and/or ABP shape estimation models 
can easily be ensembled following this process. Moreover, the usage of 
this pipeline can be extended to estimate other waveforms like ABP 
whose absolute magnitudes carry vital information. This study used 
Linear Transformation to transform segmented ABP patterns into final 
ABP waveforms since it is the most efficient and simplest transformation 
method. Linear transformation also helped in making the pipeline 
intelligible to the readers. Non-linear transformation techniques can be 
explored in the future to improve the construction error and MAP pre-
diction performance. 
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