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A B S T R A C T

Pediatric asthma is a leading cause of emergency department (ED) utilization, which is expensive and often
preventable. Therefore, development of ED utilization predictive models that can accurately predict patients
at high-risk of frequent ED use and subsequently steering their treatment pathway towards more personalized
interventions, has high clinical utility. In this paper, we investigate the extent to which deep learning models,
specifically recurrent neural networks (RNNs), coupled with routinely collected electronic health record (EHR)
clinical data can predict the frequency of emergency department utilization among children with asthma.

We use retrospective longitudinal EHR data of 87,413 children with asthma aged 0–18 years, who were
attributed to one or more healthcare facility for at least 2 consecutive years between 2000–2013. The models
were trained for the task of predicting the frequency of emergency department visits in the next 12 months.
We compared prediction results of three recurrent neural network (RNN) models: bidirectional long short-term
memory (BiLSTM), bidirectional gated recurrent unit (BiGRU), and reverse time attention model (RETAIN),
to a baseline multinomial logistic regression model. We assessed the predictive accuracy of the models using
receiver operating characteristic curve (AUC–ROC), precision–recall curve (AUC-PR), and F1-score.

The results indicated that all RNN models have similar performances reaching AUC–ROC: 0.85, AUC-
PR: 0.74, and F1-score: 0.61, compared to AUC–ROC: 0.81, AUC-PR: 0.69, and F1-score: 0.56 for a baseline
multinomial logistic regression.

Predictive models created from large routinely available EHR data using RNN models can accurately
identify children with asthma at high-risk of repeated ED visits, without interacting with the patient or
collecting information beyond the patient’s EHR.
. Introduction

Emergency departments (EDs) provide medical care for critically
nd acutely ill patients. Although frequent ED users only represent 1–
% of patients, they account for a substantial portion (18–28%) of all
D visits [1,2]. Therefore, patients at high-risk of repeated ED use have
een extensively studied in emergency medicine literature in an effort
o reduce ED crowding and costs [3–5]. However, there is currently no
tandardized definition for frequent ED users [6], and various cut-offs
or the number of annual visits to distinguish between low and frequent
D users have been used in previous studies. These thresholds varied
argely from as few as 3 to 12 or more annual visits, without a clear
ationale for the choice of the selected cut-offs [1,3,6–9]. While there
s a large body of literature focusing on identifying and characterizing
urrent frequent ED users [1,7,10,11] for potential future intervention,
his approach might not be efficient as a majority of frequent ED users
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in a given year will not continue to be frequent users in the following
year [12].

The unique aspect of emergency department practices makes this
field well suited to benefit from the application of machine learning
techniques [13]. Patients are assessed in the ED with limited infor-
mation, and physicians often find themselves balancing probabilities
for risk stratification and decision-making for high-acuity patients.
Therefor, the increased speed and accuracy that could be provided by
machine learning techniques are especially attractive in the context of
emergency medicine [14,15]. This is primarily because early detection
and prediction of diseases in ED can help treat diseases more effectively
and prevent unnecessary complications.

Additionally, the number of relevant studies published in the last
five years shows a rapid growth of interest in machine and deep
learning-based methods for emergency medicine. A recent review [16]
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on artificial intelligence in emergency medicine reported that machine
learning-based methods in the ED are heterogeneous in both purpose
and design. For example, several studies have used supervised machine
learning methods for the prediction of patient outcomes and detection
of diseases at the emergency department. This includes prediction of
return visits [17], prediction of hospital admission [18], prediction of
pediatric asthma exacerbation [17], and stroke detection [19]. Natural
language processing (NLP) models were also used in the prediction
of patient disposition using triage notes [20], classification of diag-
nostic imaging [21], and prediction of hospital admission using EHR
data [22].

Childhood asthma is one of the most common major chronic dis-
eases, with high morbidity and an increasingly consistent burden on
healthcare resource utilization [23]. It is also the primary diagnosis for
1/3 of pediatric ED visits [24,25]. However, asthma is an ambulatory
care sensitive condition [26], therefore, children at high-risk for future
repeated ED utilization are an important but poorly defined popula-
tion who may be effectively managed by improved primary care and
medications.

In this work, we investigated the use of deep learning models
adapted to leverage temporal relations, such as recurrent neural net-
work (RNN) models, together with the entire patient history of med-
ical diagnosis from EHR, for predicting the frequency of ED utiliza-
tion among children with asthma. The contribution of this work is
three-fold:

• We explore the degree to which RNN models can predict the
frequency of ED utilization among children with asthma, and
compare the prediction accuracy of three RNN models against a
baseline multinomial logistic regression.

• We demonstrate that patient’s historic record of diagnosis codes
routinely available in EHRs can be used to predict children with
asthma at high-risk of repeated ED visits.

• We extend on previous work by including all ED visits by children
with asthma, irrespective of cause, rather than only visits with
asthma as the primary diagnosis.

2. Methods

2.1. Patient representation

A patient’s EHR consists of a sequence of visits (encounters) a
patient has made to healthcare facilities, and each visit captures the
list of medical codes documented by the healthcare practitioners. We
will use the following notation for representing our EHR dataset. Let
𝑃 = {𝑝1,…… 𝑝𝑛} be a dataset of 𝑛 patients. Each patient 𝑝𝑗 EHR is
comprised of a sequence of 𝑇𝑗 patient visits, 𝑝𝑗 = {𝑥1, 𝑥2,… , 𝑥𝑇𝑗 },
ordered by visit date 𝑡 ∈ {1, 𝑇𝑗}. We express diagnosis codes as
{𝑑1, 𝑑2,… , 𝑑

|𝐷|

} ∈ 𝐷, where 𝐷 represents the entire set of unique
diagnosis codes. Each patient visit 𝑥𝑖 can be expressed as a binary
vector 𝑥𝑖 ∈ {0, 1}|𝐷|, where the 𝑘th element is set to 1 if the 𝑖th visit
contains the diagnosis code 𝑑𝑘, otherwise it is set to 0.

The temporal models used in this work require patient-level time-
ordered data that has been collected over time. Therefore, we chose to
present our EHR dataset in the form of list of lists of lists. The outermost
list corresponds to patients, the intermediate list corresponds to the
time-ordered visit sequence each patient made, and the innermost list
corresponds to the medical codes that were documented within each
visit.

A patient’s visit list will be embedded before it is used as an input
to the RNN models. The embedding is done as follows:

𝑣𝑖 = 𝜎(𝑊𝑒𝑚𝑏𝑥𝑖 + 𝑏𝑥) (1)

where 𝑚 is the embedding size across 𝐷 diagnosis codes, 𝑣𝑖 ∈ R𝑚 is
the embedding of 𝑥𝑖 ∈ R𝐷, 𝑊𝑒𝑚𝑏 ∈ R𝑚×𝐷 is the embedding matrix, 𝜎 is
a non-linear activation function such as rectified linear unit (ReLU) or

sigmoid, and 𝑏𝑥 is the bias.

2

2.2. RNN models for emergency use prediction

Recurrent neural networks (RNNs) are an important and popular
class of deep learning models that can utilize sequential informa-
tion [27,28]. RNNs perform the same task for every element in the
sequence, with the output being dependent on the previous compu-
tation. Given the power of RNNs for analyzing time-series data, we
propose using three variations of RNNs for predicting the ED utilization
among children with asthma: BiLSTMs, BiGRUs, and RETAIN.

2.2.1. BiLSTMs
Long-short term memory networks (LSTMs) [29] are a special archi-

tecture of RNNs, which can efficiently solve the long-term dependencies
problem by introducing gating mechanism and memory cell. LSTMs
also deal with the vanishing/exploding gradient problem during back
propagation. Thus, they overcome both of the shortcomings that RNNs
have. Bidirectional LSTM (BiLSTM) architecture [30] is used to capture
both past and future information by concatenating hidden state of
forward LSTM and backward LSTM. This allows the learning algorithm
to better understand the context and eventually learn faster than uni-
directional LSTM approach, although this might depend on the given
task.

2.2.2. BiGRU
Gated recurrent unit networks (GRUs) [31] are a simplified version

of LSTMs. The principal idea of a GRU is to overcome the vanishing
gradient problem of a standard RNN with a gating mechanism, using
two gates: an update gate and a reset gate. The update gate controls
how much of previous memory to keep around, while the reset gate
defines how to incorporate the previous input into the computation of
the current input. Similar to BiLSTMs, bidirectional GRUs (BiGRUs),
concatenate the hidden states of forward GRU and backward GRU
producing output based on past and future data.

2.2.3. RETAIN
Reverse time attention model (RETAIN) is an RNN-based model

which was recently introduced in [32] to help health care clinicians
explaining why a model was predicting patients to be for example at
risk of heart failure. RETAIN employs a factorized two-level attention
mechanism to identify influential visits and significant features that
contribute to the prediction. RETAIN achieves high accuracy as well as
clinical interpretability. In our experiments, we compare the prediction
performance of RETAIN to BiLSTMs and BiGRUs.

2.3. Multinomial logistic regression as baseline model for comparison

The main focus of this work is to explore the extent to which RNNs
can predict the frequency of emergency department use, which is a
time-series problem with multinomial outcomes. In addition, we try
to assess if RNNs can harness the temporal information, embedded in
the time-ordered EHR visits of a patient, to improve the prediction
accuracy. For these two purposes, the baseline model should have
two characteristics: the ability to handle multinomial outcomes and
the ability to train without the need for sequential input data. We
chose multinomial (multiclass) logistic regression (MLR) as our baseline
model for comparison with RNNs. Multinomial logistic regression is an
extension of binary logistic regression that allows for more than two
categories of the outcome variable.

Fig. 1 illustrates the architecture of the multinomial logistic regres-
sion model used in our analysis. The input to the MLR model is the list
of patients, and each patient is represented by a vector of aggregated
features (diagnosis). For each feature, we calculated the total number
of occurrences of a specific diagnosis code in any visit a patient made
during his/her observation window. Clearly, this representation does
not incorporate the temporal dimension of sequential events (patient
visits).
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Fig. 1. Architecture of the multinomial logistic regression baseline.
The data is represented as (𝑥, 𝑦) pairs for each patient, where each
𝑥 is a feature vector of length 𝐷, where 𝐷 is the number of unique
diagnosis codes, and the label 𝑦 is an integer in {1,… , 𝐶}, where 𝐶
is the number of classes. Using the 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 function, we can force
the output layer to be a discrete probability distribution over the 𝐶
classes. The targeted loss for optimization is the multinomial loss fit
across the entire probability distribution, which can be computed using
cross-entropy loss. The model, including the activation function can be
written as:

�̂� = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑊 𝑥 + 𝑏) (2)

where 𝑊 is a matrix of size 𝐶 × 𝐷 and 𝑏 is a vector of biases of
length 𝐶.

2.4. Data source and patient cohort

Data for this research was extracted from the Cerner Health Facts
EHR database (currently referred to as the Cerner Real World Data),
which contains patient-level data for over 43 million patients with
240 million encounters, collected over the past two decades from
approximately 500 healthcare facilities across the United States [33].

For the purpose of this study, we included children aged 0–18 years,
having a primary diagnosis of asthma indicated by the International
Classification of Diseases (ICD) 9 standards of 493, who were attributed
to one or more healthcare facility for at least 2 consecutive years
between 2000 − −2013. We excluded patients who had less than three
visits (of any type) to showcase RNN model’s ability to use sequential
information of visits. For each patient, we extracted the complete EHR
history which includes the list of all encounters (visits), and for each
encounter we extracted the list of all diagnosis codes. The detailed
process of cohort construction is described in Fig. 2.

2.5. Study definitions

2.5.1. Observation window and prediction window
The timeline for each patient is divided into an observation window

and a prediction window based on the ‘‘index date’’, which is defined
as 12 months prior to the last available record for each patient. The
index date was also the time point at which frequency of ED utilization
is to be predicted (Fig. 3). The observation window is the period
before the index date (minimum requirement of ≥ 1 year) and the
prediction window is the period after the index date (1 year for all
patients). Obviously, the length of the observation window is variable
for each patient depending on the available patient’s history and patient
age, ranging from 1 to 13 years. Data available from the observation
window was used to make the prediction at the index date, while data
from the prediction window were only used for defining patient labels.
3

Fig. 2. Workflow of cohort construction.

2.5.2. Outcome measure
The outcome measure ‘‘ED use’’ was designed to capture the concept

of patients who goes to the hospital for emergency medical services,
during the prediction window. Therefore, we included all ED visits
whether it was followed by discharge home or resulted in hospital ad-
mission. We also included all ED visits made by children with asthma,
irrespective of cause, rather than only visits with asthma as the primary
diagnosis. This is mainly to account for ED visits due to conditions
resulting from asthma co-morbidities. The outcome variable is divided
into three classes based on the frequency of ED use, which is measured
by the number of visits a patient made to the emergency department
during the one year prediction window. The three classes are defined
as follows: class 1 refers to patients who did not make any ED visits
during the prediction window, class 2 refers to patients who made
one or two ED visits during the prediction window, and class 3 refers
to patients who made three or more ED visits during the prediction
window (frequent ED users).
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Fig. 3. Patient EHR timeline. Index date is defined as 1 year prior to the last available record for each patient. The observation window is the period before the index date and
he prediction window is the period after the index date.
.6. Implementation details

For each patient, we want to predict the class of ED utilization
n the next 12 months based on previous EHR records. To validate
he performance of the proposed models in this prediction task, we
onducted experiments on two classes of methods: RNN-based models
nd baseline multinomial regression. The dataset was randomly divided
nto (70%) training, (10%) validation, and (20%) testing subsets. We
aintained the same proportion of the three classes among the training,

alidation, and testing sets. The predictive accuracy of the models
as evaluated using three metrics: area under the receiver operating

haracteristic curve (AUC–ROC), area under the precision–recall curve
AUC-PR), and F1 score. Since outcomes in our dataset are highly
mbalanced, the selected metrics are well suited for this context. The
NN models were trained with Adam [34] optimizer, batch size: 16,

oss: categorical cross-entropy, learning rate: 0.0001, and 1 recurrent
ayer with 64 hidden units. We used 10 epochs, with early stopping,
hich was sufficient for all models to converge. The early stopping
as based on the AUC-PR estimated on the validation dataset. After
n initial round of preliminary experiments, we set the embedding size
f the diagnosis codes to be 200. The multinomial regression model
as implemented with 𝐿2 regularization using newton-cg solver, and

he maximum number of iterations for the solver to converge was set
o 100. The RNN models were implemented using Keras 2.2.4 and the
aseline model was implemented using Python Scikit-Learn 0.20.1.

. Results

.1. Overview of emergency department users

This study used retrospective EHR data of 87,413 children with
sthma. Each sample from the cohort was assigned a label from the
hree classes, according to our definition of the outcome variable in the
ethods section. Statistics of the cohort used in this analysis is shown in

ig. 4. Class 1, which includes patients who did not visit the ED during
he prediction window (12 months) accounted for 65% of children with
sthma. Low ED users (class 2), which includes patients who made 1
r 2 visits to the ED, accounted for 27%. Frequent ED users (class 3),
hich includes patients who made 3 or more visits to the ED, accounted

or 8% of all pediatric asthma patients. These figures agree with similar
stimates in the literature which states that frequent ED users account
or 1 to 8% of all ED patients [1,2,12].

The data also demonstrated that class 1 patients have the highest
verage number of visits per patient and the lowest average number of
iagnosis codes per visit. This could reflect that this subgroup of pa-
ients have better access to primary care with regular follow-up visits.
uch follow-up visits often help with better assessment of asthma-
elated risk and impairment, adjustment of treatment, and education
f patients [35]. As a result, those patients are at lower risk of future
D use. Although class 3 patients also have a high rate of average
umber of visits per patient, however, they also have the highest

verage number of diagnosis codes per visit. This could reflect acute

4

Table 1
Predictive performance of RNN models compared to baseline multinomial logistic
regression.

(a) Area under receiver operating characteristic (AUC–ROC)

Model Micro (std. deviation) Macro (std. deviation)

Multinomial regression 0.81 (0.002) 0.66 (0.003)
RETAIN 0.85 (0.002) 0.72 (0.002)
BiLSTM 0.85 (0.002) 0.72 (0.005)
BiGRU 0.85 (0.003) 0.72 (0.003)

(b) Area under precision–recall (AUC-PR)

Model Micro Macro

Multinomial regression 0.69 (0.003) 0.43 (0.003)
RETAIN 0.74 (0.004) 0.44 (0.039)
BiLSTM 0.74 (0.002) 0.48 (0.036)
BiGRU 0.74 (0.005) 0.46 (0.002)

(c) F1 score

Model Micro Weighted

Multinomial regression 0.63 (0.005) 0.56 (0.008)
RETAIN 0.66 (0.002) 0.60 (0.002)
BiLSTM 0.67 (0.002) 0.60 (0.008)
BiGRU 0.66 (0.004) 0.61 (0.005)

asthma which may result in more complications (diagnosis) and require
patients to seek ED care more frequently.

The most frequent diagnosis codes seem to be similar among the
three classes, which, in addition to asthma, includes: acute upper res-
piratory infections of multiple or unspecified sites (ICD-9: 465), general
symptoms (ICD-9: 780), symptoms involving respiratory system and
other chest symptoms (ICD-9: 786), suppurative and unspecified otitis
media (ICD-9: 382), symptoms involving digestive system (ICD-9: 787),
and viral and chlamydial infection in conditions classified elsewhere
and of unspecified site (ICD-9: 079).

3.2. Prediction results

Table 1 presents the predictive performance of RNN and baseline
models for the task of predicting the frequency of emergency depart-
ment visits among pediatric asthma patients, using EHR data. We
found that all the RNN models we tested showed better prediction
accuracy over the baseline model of multinomial regression among all
performance metrics. RNN models outperformed the baseline model by
4% AUC–ROC and 5% AUC-PR. In addition, the F1 weighted-average
score for RNN models was 4%–5% higher than the baseline model.
We also noticed that the BiLSTM and BiGRU models both achieved
comparable performance. Hence, this confirms that GRUs may be used
instead of LSTMs for similar prediction tasks, without losing significant
prediction accuracy. GRUs are simpler, easier to modify, and faster to
train than LSTMs [36]. Moreover, RETAIN demonstrated a predictive
performance comparable to BiLSTM and BiGRU models. This supports
the main idea behind the RETAIN architecture to provide comparable

performance to RNN variants while offering a better interpretability.
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. Discussion

In this study, we show that recurrent neural networks can effectively
odel the complex temporal relationships in EHR data to predict

mergency department utilization among children with asthma. We
lso demonstrate that capturing the patient visits sequentially (as they
ppear in EHR) provides better predictive performance compared to
raditional data representation of aggregating all features together
ithout considering the temporal dimension. In addition, using RNNs

o predict ED utilization alleviates the need for manually extracting
eatures, because RNNs can explore the features of different variables
t the same time automatically without additional computing cost.
 i

5

4.1. Comparison with existing work

While there has been some progress with predicting ED utilization
among children with asthma [37–40], these models are mostly trained
as traditional statistical models, including logistic regression, random
forests, support vector machines and decision trees. Moreover, although
a few recent studies have sought to use deep learning techniques to
predict the ED utilization among children with asthma [41,42], those
studies could not incorporate the entire patient history accessible from
the electronic health record (EHR) and only utilized a limited number
of features (<100) from EHR or other sources, leaving out rich valuable
nformation. In addition, the deep learning models used in these studies
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do not utilize the temporal dimension of the patients longitudinal
EHR record, which could potentially improve the prediction accuracy.
Furthermore, many of previous work on ED utilization has focused
on predicting only asthma-related ED visits [43], ignoring other ED
visits which could be caused by other co-morbidities associated with
asthma [44].

Our results are consistent with a recent study [41], which utilized
artificial neural networks (ANNs) to predict asthma-related ED vis-
its or hospitalization within the next 3 months, using administrative
claims data. This previous study showed that ANN slightly outperforms
(with AUC = 0.845) the Lasso logistic regression (with AUC = 0.842).
However, there are several key differences between our study and this
previous study. First, our features vector included 1106 features repre-
senting all the ICD-9 diagnosis codes which were present in the asthma
cohort. On the other hand, the previous study included only 33 features
manually extracted from the claims data. These features can be broadly
classified into five categories: demographics, medication, health service
utilization, comorbid illnesses, and insurance gap. Manually extracting
a limited set of pre-defined features may result in missing important
variables which could improve the predictive performance. Second, our
study was conducted on a cohort of 87,413 patients, while the previous
study included a total of 28,378 patients. Using a larger population
allows for better generalizability of our findings. In addition, our study
utilized the temporal relationships in the data using RNN architectures,
while in the previous study the temporal relationships in the claims
data were neither represented in the input data nor incorporated in the
ANN models architecture. Moreover, the prediction task in the previous
study is limited to asthma-related visits and over a period of 3 months
only, while our study extends the prediction to include all ED visits by
children with asthma within the next 12 months, irrespective of cause,
rather than only visits with asthma as the primary diagnosis. This has
the advantage of considering ED visits caused by comorbidities which
are directly or indirectly associated with asthma, rather than only ED
visits with asthma as the primary diagnosis.

4.2. Models interpretability

Prediction of clinical outcomes with RNNs can have high accuracy
but are unfortunately difficult to interpret as a result of feature-
interactions, temporal-interactions, and non-linear transformations.
Several important model-agnostic interpretability techniques exist, and
while none of them are perfect, they can be used to interpret the
results of simple and complex machine learning models [45]. Among
these methods, we describe the Shapley Additive explanations (SHAP)
technique [46]. The concept of the SHAP method is inspired by the
game-theory and is based on computing the contribution score for each
feature for individual predictions. A prediction can be explained by
assuming that each feature value of the instance is a ‘‘player’’ in a
game and the contribution of each player is computed by including
and excluding the player from all subsets of the rest of the players. In
SHAP, the authors first describe the class of additive feature attribution
methods, which unifies six current methods, including LIME [47],
Layer-Wise Relevance Propagation [48] and DeepLIFT [49], which all
use the same explanation model. Then, they suggest SHAP values as a
unified measure of feature importance that maintains three necessary
properties: local accuracy, missingness, and consistency. Finally, they
describe several different methods for estimating SHAP values, as well
as experiments demonstrating not only the improved performance
of these values in terms of distinguishing between different output
classes, but also in terms of better aligning with human intuition,
when compared to many other existing interpretability techniques. In
our work, SHAP method can be used to interpret the predictions of
the RNN models and provide insight into the relationships they have
learned, which is necessary for validate and trusting the predictions
produced by the RNN models used in our work. Such interpretability
mechanisms are likely to yield increased transparency in the steps by
which predictions are generated by the RNN models and in a traceable
component to learn from their possible deficiencies.
6

4.3. Limitations

A potential limitation of our study is that we chose to restrict patient
history to medical diagnosis while leaving out other patient data such
as medications, lab tests, procedures, and patients demographics. We
anticipate that expanding the sources of historical data may improve
model performance. Another limitation is that EHR databases often lack
important variables which are vital for identifying and assessing asthma
patients. Such variables include: lung function, socioeconomic status,
environmental factors, and adherence to treatment and lifestyle [50].
These challenges are, however not insurmountable. Furthermore, since
our outcome classes are highly imbalanced, it may be required to
use customized performance metrics that are designed to handle data
imbalance. Matthews Correlation Coefficient (MCC) [51] is widely used
in Bioinformatics as a performance metric, and its recent extension [52]
to imbalanced data could be used as a performance metric for op-
timization to overcome the issue of data imbalance in our dataset.
Finally, since this is an observational study with diagnoses or conditions
that vary over time, standard approaches for adjustment of confound-
ing are biased when there exist time-dependent confounders that are
also affected by previous conditions. A possible approach to mitigate
this limitation is to use marginal structural models, which allows for
adjustment of confounding in those situations [53–55].

5. Conclusion

Given the power of RNNs for modeling the temporal relationships
embedded in time-series data, we proposed to use variants of RNNs
(BiLSTM, BiGRU, and RETAIN) to predict emergency department uti-
lization among pediatric asthma patients, using EHR data. RNN models
showed better predictive accuracy over baseline multinomial regression
models for multi-class prediction. However, to address the primary
cause of frequent ED use and appropriately decide on interventions,
it is necessary to further understand what subset of features have the
largest contribution to the prediction. Therefore, future work may focus
on utilizing attention-based mechanisms, that has been shown effective
for identifying important features, to better understand the significant
variables contributing to the prediction score.
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