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ABSTRACT We investigate opportunistic transmissions in a time-slotted wireless network, emphasizing
constraints arising from finite durations allocated to various network operations and the availability of
energy for these operations. Each time frame (time slot) comprises three sub-frames: sensing, reporting,
and either transmission or energy harvesting based on the presence or absence of the primary user. We
assume a fixed duration for the transmission sub-frame within each time frame. Utilizing a time division
multiple access (TDMA) protocol, we manage local sensing data reporting within each time frame;
consequently, the reporting time is contingent on the number of users. As a result, with the total time
allocated for sensing and reporting being fixed, a trade-off arises between the number of collaborating
users and the number of samples. Additionally, energy limitations and causality lead to two scenarios for
wireless network operation: energy-deficit and energy-surplus regimes. To address this complexity, we
formulate an optimization problem aimed at maximizing overall network throughput while considering
constraints imposed by finite durations for various network operations and energy availability. We provide
analytical evidence of the convexity of the optimization problem in both energy-deficit and energy-surplus
scenarios. Furthermore, we propose two algorithms designed to achieve optimal throughput for each
scenario. The accuracy of our analyses is validated through Monte Carlo simulations. Numerical results
demonstrate the effectiveness of our proposed approach.

INDEX TERMS Opportunistic spectrum access, energy-limited communications, energy harvesting,
cognitive radios, network optimization, Internet of Things.

I. INTRODUCTION

WIRELESS connectivity has become a cornerstone in
our hyper-connected world, significantly influenced

by advancements like the Internet of Things (IoT) and the
emergence of fifth-generation mobile networks (5G) and
other advanced wireless networks. IoT, by linking a myriad
of devices and sensors to the Internet, is pivotal in trans-
forming various sectors including healthcare, agriculture,
and manufacturing. This connectivity facilitates real-time

monitoring and automation, leading to enhanced efficiency
and improved quality of life. For instance, healthcare has
seen notable improvements with IoT devices remotely mon-
itoring patients’ vital signs, ensuring timely interventions.
The deployment of 5G is a monumental stride in our

connectivity landscape, enabling a range of previously
infeasible applications. Its attributes of high speed, low
latency, and extensive device connectivity are crucial for the
effective functionality of autonomous vehicles, smart city

c© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.

For more information, see https://creativecommons.org/licenses/by/4.0/

1430 VOLUME 5, 2024

HTTPS://ORCID.ORG/0000-0003-4647-102X
HTTPS://ORCID.ORG/0000-0003-0706-5774
HTTPS://ORCID.ORG/0000-0003-2347-9555
HTTPS://ORCID.ORG/0000-0002-3261-7588


infrastructures, and high bandwidth immersive entertainment
experiences. Moreover, wireless connectivity extends its
importance to disaster response, education, and was notably
instrumental during the COVID-19 pandemic in supporting
remote work, telemedicine, and e-commerce, showcasing its
broader societal impact [1].
The escalating demand for wireless communication amid

the finite nature of the radio frequency spectrum embodies
a growing challenge, especially with the onset of spectrum
congestion leading to interference, reduced network capacity,
and slower data speeds. This limitation hampers the potential
expansion of wireless technologies. While certain segments
of the spectrum remain underutilized due to outdated reg-
ulations and legacy allocations, the emergence of spectrum
sensing and cognitive radios provides a glimmer of hope.
Cognitive radios, characterized by their ability to detect
and opportunistically utilize available frequency bands, serve
as a remedy by enhancing spectrum efficiency. Known as
secondary users or spectrum-aware radios (SARs), these
smart devices actively monitor the spectrum environment,
adjusting their operating frequency dynamically to mitigate
spectrum scarcity without disrupting existing services [2],
[3], [4], [5], [6].

Traditionally, the frequency spectrum is allocated to pri-
mary users (PUs), with exclusive rights to certain frequency
bands. Spectrum sensing is pivotal in opportunistic spectrum
access (OSA) systems, aiding SARs in detecting the presence
of PU and evaluating spectrum availability. This enables
the SARs to access unused spectrum segments without
interfering with PU communications to enhance the spectral
efficiency (SE) [7].
The collaborative framework among SARs augments

system performance by reducing delays and errors in
detection of spectrum availability. In collaborative spectrum
sensing (CSS), SARs transmit their local data to a fusion
center (FC) or central processing server (CPS) for a collective
and more accurate decision. However, challenges such as
latency in decision-making and increased energy consump-
tion for CSS and reporting exist, necessitating effective
solutions [8], [9], [10], [11], [12], [13].
Energy efficiency (EE) in wireless networks, given the

size and battery limitations of SARs, has garnered extensive
attention in research [14], [15], [16], [17], [18], [19].
The pivotal role of energy and battery life in determining

the performance and efficiency of SARs is well-established,
with energy harvesting emerging as a viable solution
to mitigate energy constraints. By converting ambient
energy from sources such as solar, thermal, or radio
frequency into usable power, energy harvesting systems
bolster the self-sustainability of SARs, alleviating the
need for frequent battery replacements or external power
sources [20], [21], [22].
Several studies have explored the integration of energy

harvesting with wireless systems. For instance, in [23], the
authors categorize SARs into two groups to optimize SE
and EE through CSS and energy harvesting from PU’s

radio frequency signals. In [24], the authors delve into
optimizing spectrum sensing intervals to balance energy
harvesting and spectrum access, taking into account PU traf-
fic statistics. Furthermore, an analysis of an OSA network,
where SARs harvest energy while accessing the licensed
spectrum, presents a model to maximize SAR network
throughput [25], [26].

Various research highlights the potential of energy harvest-
ing techniques to prolong sensor lifespans, reduce costs, and
propose energy-efficient strategies for IoT devices, ultimately
showcasing the promise of energy harvesting in enhancing
network performance and extending battery life.” [20], [27],
[28], [29], [30].
This research investigates the tradeoff between SE and

EE in cognitive radios utilizing CSS [14]. Additionally,
optimal CSS strategies for distributed SARs with time-
independent signals, based on the Neyman-Pearson criterion,
are explored, along with an analysis of the impact of decod-
ing errors when reporting data to the CPS [17]. Furthermore,
optimization problems concerning the number of SARs have
been addressed. In one case, the optimal number of SARs is
determined by considering detection performance and usage
efficiency in an objective function [18], while in another, two
separate optimization problems are formulated to find the
optimum number of SARs based on throughput and energy
efficiency as objective functions [19].
In this paper, we delve into the operation of SARs within a

time-slotted wireless network grappling with energy scarcity.
Our focus pivots on leveraging energy harvesting from PU
signals to alleviate this concern. We propose an optimization
framework aimed at amplifying SAR throughput, mindful
of the prevailing time and energy constraints. This endeavor
is underpinned by a weighted CSS operation, optimizing
spectrum utilization across a collaborative SAR network,
facilitated by a collaborative detector. The crux of our
strategy lies in orchestrating SAR data transmission solely
during PU inactivity, harnessing harvested energy from PU
conserved in finite-capacity batteries.
The energy status of SARs’ batteries in each time frame

bifurcates into two scenarios: energy deficit and energy
surplus. We employ a time-slotted communication protocol
for PU, aligning SARs’ sensing, reporting, and transmission
activities with the PU’s time frame.
Our methodology earmarks a fixed transmission duration

during each time frame when the PU is inactive, apportioning
the residual time between local spectrum sensing and
reporting. Using a TDMA protocol, SARs transmit local
spectrum sensing results to the CPS. Unlike certain studies
that feature a fixed spectrum sensing duration and variable
data/reporting time [31], we maintain a constant transmission
duration. During this transmission, and when the spectrum
is deemed vacant, the SARs are eligible to transmit their
data using any suitable technique.
The interplay between the number of SARs and the spec-

trum sensing interval unfolds as a trade-off, attributable to the
elongated reporting time with a higher SAR participation in
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CSS. In light of this, we delineate two optimization problems
for energy-deficit and energy-surplus modes, integrating
constraints on sensing quality and the restricted number
of available samples per time frame. Our mathematical
discourse attests to the convex nature of these optimization
problems. Through simulation, we delineate the throughput
function, constraints, and the receiver operating characteristic
(ROC) curve, corroborating the efficacy of our mathematical
analysis.

A. MOTIVATION AND MAJOR CONTRIBUTIONS
While previous work discussed in the literature above has
aimed at finding the optimal results for CSS schemes, a
few (if any) have considered jointly limited time and energy
resources in energy harvesting OSA networks. Given that
in practical systems, time and energy resources are jointly
limited, our work in this paper is doubly motivated by the
lack of such consideration in the literature and the need for
it from a practical perspective.
In this paper, in order to model and address an efficient

and more practical OSA, CSS combined with limited energy
and time resources is studied and the optimization of the
probability of error in such networks is investigated.
In order to have efficient spectrum sensing within a con-

trolled time, a synchronous slotted communication protocol
with fixed time frame (slot) duration is assumed to be
employed by the PU. The SARs need to perform sensing,
reporting results and transmitting data within the PU’s time
frame. A fixed part of the total time frame is dedicated for
SARs’ data transmission, while the rest is divided between
local spectrum sensing by individual SARs and results
reporting to make the final decision at a CPS.
The reporting channels between the SARs and the CPS

are exploiting TDMA technique. Therefore, the limitation
on the time duration for CSS results in joint constraints on
the number of cooperating SARs and the number of samples
used by each user for individual test statistics collection.
Unlike most of the prior works, which assume fixed sensing
times and variable data/reporting times, our model protects
the data transmission rate by fixing its duration while tuning
the durations of the two phases within the CSS duration in
order to find the minimum throughput as a function of the
number of cooperating SARs and the detection threshold
at the CPS. The major contributions in this paper can be
summarized as follows:

• Novel system model: Both time and energy resource
limitations are considered while providing better pro-
tection on SAR’s data transmission rate (through fixing
the SARs’ transmission duration) and protecting PU’s
quality of service (QoS) (through limiting collisions
with PU caused by SARs) and generalizing the scheme
for soft decision fusion rule. The CSS in OSA networks
in both energy-deficit and energy-surplus regimes are
modelled in a synchronous slotted communication
protocol with fixed time frame duration.

• Limited battery size: We consider the impact of limited
size constraints on the batteries used to store the
harvested energy during the transmission of PU.

• Generalized optimization parameters: We optimize the
overall OSA network throughput through tuning (i) the
number of collaborating SARs in CSS and (ii) the CPS’s
combined detection threshold.

• Tractable optimization model: We model the
optimization of the probability of error in CSS as
a function of the aforementioned parameters and
under the previously listed constraints for the two
distinct energy harvesting scenarios; (i) energy-surplus
(energy unconstrained) and (ii) energy-deficit (energy
constrained) and analytically prove the convexity of the
two optimization problems.

• Analytical problem solution: We solve the two convex
optimization problems and obtain expressions for the
optimal values of the two tuning parameters; namely, the
number of collaborating SARs and decision (detection)
threshold at the CPS, under the considered two energy
harvesting scenarios.

• Results verification and insights: We compare and
simulate the two optimized time-limited CSS problems
under the considered two energy harvesting scenarios
to verify our analytical model as well as illustrate the
impact of the different parameters over the corresponding
performance.

B. PAPER ORGANIZATION
The rest of the paper is organized as follows: In Section II,
the assumptions and the system model are described.
Section III studies the formalization and solution of
the optimization schemes of the proposed models for
energy-surplus and energy-deficit regimes. In Section IV,
the numerical results for both scenarios are illustrated.
Conclusions are drawn in Section V.

C. NOTATIONS
Boldface lower- and upper-case letters are used respectively
to denote column vectors and matrices. XT stands for the
transpose of matrix X. Additionally, diag{x} constitutes a
square matrix with the elements of x along its main diagonal
and zeros elsewhere. The identity matrix of size L and a vector
with all elements equal to 1 are respectively denoted as IL and
1. Also, �x� means the nearest integer to x. Finally, we use
CN (0, �) to represent the complex Gaussian distribution with
zero mean and covariance matrix �. Furthermore, Table 1
represents the common notations used throughout the paper.

II. BASIC ASSUMPTIONS AND SYSTEM MODEL
In this section, we present the basic assumptions and system
model for time-frame and collaborative decision making.

A. TIME FRAME STRUCTURE AND SARS’ DATA MODEL
We assume there are N SARs sensing the spectrum to
determine the state of the PU using a time-slotted spectrum
access model with a total fixed frame duration span of TF .
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TABLE 1. Notations used.

Each time frame is divided into three sub-frames as
follows. First, the sensing sub-frame with a duration of
Ts, during which each SAR takes M independent samples
and each SAR calculates its local statistic. Second, in the
reporting sub-frame with a duration of Tr, SARs report
their local statistic to the CPS using a TDMA protocol for
collaborative decision-making. Third is the data transmission
or energy harvesting sub-frame with a duration of Tt, where
data transmission happens if the sensed spectrum is vacant.
However, if the collaborative decision indicates an occupied
spectrum, the SARs harvest the energy of the PU during this
transmission sub-frame.
The transmission/energy harvesting time, Tt, is supposed

to be fixed to meet a minimum transmission data rate
whenever the PU is absent. The frame structure is shown in
Fig. 1. As seen in the figure, tr = Tr

N is the time interval
assigned to SARs to report their data to the CPS. Due to
the fact that TF and Tt are fixed during each time frame, Ts
or sensing time can be expressed as:

Ts = (TF − Tt)− Tr = TD − Ntr. (1)

FIGURE 1. Time frame structure for the slotted system model.

where TD � Ts + Tr = TF − Tt is the total collaborative
decision time. So, for the sampling frequency of fs, M taken
samples over duration of Ts can be written as

M = fsTs = fs(TD − Ntr). (2)

It is evident that there is a trade-off between the number of
SARs (N) and the number of sensing samples (M).

The received signal of each SAR at mth time instance,
m = 1, . . . ,M under the presence or absence hypotheses,
respectively denoted by H1 an H0, can be written as:

yi(m) =
{

zi(m) ,H0
hi s(m)+ zi(m) ,H1

; i = 1, 2, . . . ,N (3)

where yi(m) ∈ CM is the mth sample of the received signal
sensed by ith SAR, hi is the channel gain between the PU and
ith SAR which is assumed to follow a flat fading distribution
such that, it can be considered constant during each sensing
frame. s(m) ∼ CN (0, σ 2

s IM) is the vector of the PU signal
samples, and zi(m) ∼ CN (0, σ 2

z IM) is the vector of additive
noise samples at the ith SAR.

For simplicity and convenience in detection, we assume
each SAR computes the received energy as their local sensing
data. Specifically, the received energy at SAR i is calculated
as the sum of the squared magnitudes of the received
samples, given by:

θi �
M∑
m=1

|yi(m)|2 = ‖yi‖2 (4)

Here, yi(m) represents the mth sample received by SAR i,
and yi denotes the corresponding vector of received samples
at SAR ith.
Remark 1: It is important to note that while we assume

the SARs report and utilize their local energy for CSS in the
context of simplicity, the provided optimization and results
are still valid and applicable even if other local decision
statistics are used. As long as the local decision statistics
can be inferred to follow a Gaussian distribution for a large
number of samples, leveraging the central limit theorem, the
optimization, and analysis can be extended accordingly.

B. COLLABORATIVE PROCESSING AND COLLECTIVE
DECISION
To combat potential wireless channel impairments, a
weighted (soft) combination of local decision statistics is
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employed as the collaborative decision statistics to enhance
the sensing operation as:

�CPS �
N∑
i=1

wiθi = wTθ. (5)

where w � [w1,w2, . . . ,wN]T denotes combining
coefficients vector and elements of θ � [θ1, θ2, . . . , θN]T are
local test statistics.
The above weighted statistic is compared with a pre-

defined threshold η to determine the status of PU activity
and hence wireless network operation mode, which could be
either data transmission or energy harvesting mode:{H0: �CPS ≤ η, Opportunistic spectrum access

H1: �CPS > η, Energy harvesting
, (6)

Since the local test statistics (θi) are normally distributed for
a large number of M, their linear combination would also be
distributed normally. Consequently using (2), performance
parameters of the assumed weighted detector are as fol-
lows [32],

Pf = P[�CPS > η |H0] = Q

⎛
⎝η −Mσ 2

z w
T1√

Mσ 4
z wTw

⎞
⎠, (7a)

Pd = P[�CPS > η |H1] = Q

⎛
⎝η −MwT

(
σ 2
s h+ σ 2

z 1
)

√
Mσ 4

z wTCw

⎞
⎠. (7b)

where Q(x) � 1√
2π

∫∞
x exp(− u2

2 ) du is the tail probability of

standard normal distribution. h � [|h1|2, |h2|2, . . . , |hN |2]T

and C � diag{[1+ 2γ ]} so that γ � [γ1, γ2, . . . , γN]T , and

γi � |hi|2σ 2
s

σ 2
z

is the received signal-to-noise ratio (SNR) at ith

SAR.

C. SARS’ ENERGY STORAGE AND HARVESTING MODEL
The consumed energy by the i-th SAR is expressed as:

Econs,i = eis + eir + eic + eitPfree, (8)

where

Pfree = π0(1− Pf(N,w, η))+ π1(1− Pd(N,w, η)), (9)

represents the probability of collaboratively deciding that the
spectrum is free. Here, eis = psTs, eir = prtr, and eic = pcTF
denote the energies used for sensing, reporting results of
the i-th SAR, and consumed in circuit and computations,
respectively. Additionally, eit = ptTt accounts for the energy
required for data transmission. The probabilities π0 and π1
correspond to the absence and presence of the PU on the
spectrum, respectively.
When a PU is active and transmitting on the channel, the

SARs capture and store the harvested energy from the PU’s
radio frequency (RF) signal in their finite-capacity batteries.
At the beginning of the subsequent time slot, this stored
energy becomes available for use by the users.

To model the energy arrivals in the network, we follow
the approaches proposed in [20] and [27]. Specifically, the
energy arrivals are assumed to be independent and identically
distributed (i.i.d.) random processes with a constant average
arrival rate across all SARs. This average arrival rate is
denoted as E[Eht ] = esaved, which signifies the expected
amount of harvested energy per time slot.
The average harvested energy can be expressed as

Eh,it−1 = ζπ1(TD + (TF − TD)Pd)pu|hi|2 (10)

where 0 < ζ < 1 is the energy conversion efficiency, which
is decided according to the system harvesting circuit, pu is
the transmission power of the PU, and hi is the channel gain
between PU and ith SAR.

The energy stored in the battery at the beginning of each
time slot (t ∈ N) is governed by the equation:

Eb,it =
(
Eb,it−1 + Eh,it−1 − Econs,i

t−1

)+
, t ≥ 1, (11)

where (·)+ = max{0, ·}, Eb,it represents the energy stored
in the battery at the start of time frame t, and Eh,it−1 is
the energy harvested by the SAR during the previous time
frame, t−1. Each active SAR utilizes this energy for sensing
and reporting in every time frame. Additionally, energy
is consumed during data transmission if the spectrum is
declared vacant.
Due to physical constraints, it is imperative that Eb,it ≥ 0.

Assuming a maximum battery capacity of E , any excess
harvested energy (overflow) will be wasted—i.e., not stored
in the battery—when Eb,it exceeds E . Therefore, as dictated
by the constraints of physics, we must also ensure Eb,it ≤ E .
Assuming Pd = 1 in (10), we can deduce that the maximum
energy harvested during each time slot is given by Emaxh =
ζπ1TFpu|hi|2. However, considering the finite battery capac-
ity, it is crucial to satisfy the condition Emaxh + E0 ≤ E to
ensure that, in the absence of any activity, the maximum
possible harvested energy during one time frame will not be
lost. Therefore, we can deduce that for the required battery
capacity to enhance network energy harvesting efficiency,
and consequently improve its performance, it’s required

E ≥ E0 + TFζπ1pu|hi|2 (12)

Furthermore, to ensure that the battery energy remains
non-negative (i.e., Eb,it ≥ 0) at the beginning of each
time frame for t ≥ 1, each SAR performs a check to
determine its operational mode. During this check, the SAR
evaluates whether its stored energy is sufficient to support
the three operations of sensing, reporting, and transmission
(if permitted and necessary). This procedure enables the
SARs to safeguard against negative energy levels, preventing
potential issues. Following this check, each SAR adjusts its
active state, denoted as At, accordingly.

At ≡
{

1: Ebt ≥ es + er + et + ec
0: Ebt < es + er + et + ec, (13)
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which reads: if the energy required for all four operations in
the slot (t) is available set At = 1 (become active); otherwise
set At = 0 (remain inactive).
The active probability is upper bounded by the normalized

energy arrival rate, ϒ(N,w, η) [27, Appendix A].

P(At = 1) ≤ min(ϒ(N,w, η), 1), (14)

wherein

ϒ(N,w, η) = esaved
Econs =

esaved
es + er + ec + etPfree (15)

is the ratio of the average energy arrival to the average energy
consumption in active mode.
When ϒ(N,w, η) ≥ 1, indicating the SARs operate in

an energy-surplus regime, it benefits from ample energy
availability, resulting in throughput and PU collision con-
straints similar to traditional OSA networks without energy
harvesting limitations.
Conversely, when ϒ(N,w, η) < 1, the SARs function

in an energy-deficit regime, where limited energy resources
lead to distinct performance limitations influenced by energy
causality and collision constraints.
In summary, in the energy surplus regime, performance

constraints resemble those of conventional OSA networks.
In contrast, the energy-deficit regime involves unique
performance limitations due to energy availability and colli-
sion constraints, requiring tailored optimization approaches
and parameters for each scenario to achieve optimal
performance.
In the following sections, we independently tackle the

optimization problem for energy-surplus and energy-deficit
scenarios, presenting mathematical proofs showing that
network throughput is a convex function concerning collab-
oration parameters (N, w, and η) under the previously stated
assumptions. Through these analyses, we provide a system-
atic approach to enhance wireless network performance in
both energy-surplus and energy-deficit conditions, ensuring
efficient spectrum resource utilization for optimal network
operation.

III. OPTIMIZATION OF AVERAGE THROUGHPUT
A. ENERGY-DEFICIT MODE
In this section, we introduce an optimization problem to
maximize the throughput of the wireless network while
taking into account various constraints. These constraints
include the limited probability of interference between the
SARs’ network and the PU’s network, as well as a maximum
number of SARs, among others. The throughput of the
wireless network represents the amount of data successfully
transmitted over a certain period of time. It can be quantified
as the average rate of data transmission, taking into account
both the data transmission duration and the probability of
successful transmission.
Mathematically, we can express the throughput as the ratio

of the successfully transmitted data to the total time taken

for transmission. Let’s denote the throughput as R, which
can be formulated as follows:

R(N,w, η) = π0Ct
Tt
TF

(1− Pf(N,w, η)) (16)

where Ct is the channel capacity. It is obvious that the prob-
abilities of false alarm and miss detection and the throughput
function should be scaled by the activity probability of the
SAR. Thus,

P̃c(N,w, η) = (1− Pd(N,w, η))P(At = 1), (17)

and also

R̃(N,w, η) = π0Ct
Tt
TF

P(At = 1)(1− Pf(N,w, η)). (18)

In this section, our focus is on optimizing the average OSA
throughput in the wireless network, taking into account a
given SNR. The objective of the optimization is to maximize
the average throughput while satisfying two key constraints:
energy causality and interference.
The energy causality constraint ensures that the energy

consumed by the SARs during each time frame does not
exceed the available energy stored in their batteries. This
constraint guarantees the proper operation and sustainability
of the SARs within the energy constraints of the wireless
network.
The interference constraint aims to limit the interference

caused by the SARs’ transmissions to the PU network.
The SARs need to operate in a manner that minimizes
the probability of interfering with the PU’s communication,
thereby ensuring the coexistence and efficient utilization of
the spectrum by both the SARs and the PU.
By formulating the optimization problem with these con-

straints, we aim to find the optimal values for the parameters,
such as the number of SARs, the weights for collaborative
decision-making, and the threshold for determining spectrum
availability. These optimized values will result in achieving
the maximum average throughput while satisfying the energy
causality and interference constraints.
To address the optimization problem in the energy-deficit

mode while ensuring the protection of the PU against
interference, we propose the following formulation:

max
N,w,η>0

R(N,w, η) = π0Ct
Tt
TF

ϒ(N,w, η)(1− Pf(N,w, η)) (19a)

s.t.: (1− Pd(N,w, η))ϒ(N,w, η) ≤ P̄c (19b)

ϒ(N,w, η) < 1 (19c)

‖w‖22 = 1 (19d)

1 ≤ N ≤ Nmax (19e)

w  0, (19f)

where Nmax = TD
tr
− 1 is obtained when the sensing time

reaches its minimum value, P̄c is the predefined level for
interference probability that is desired to be 0 < P̄c < 0.5,
and weight coefficients (w) are considered to have a unit
norm. It is evident that the more the active state of the SAR,
the more opportunities for the SAR to access the spectrum.
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Consequently, the throughput is upgraded and the probability
of interference is also increased. Therefore, the upper bound
of the active probability is preferred to use in optimization
problems in order to protect PU in the worst case.
Solving the defined optimization problem with respect to

the optimization parameters (N,w, η) simultaneously can be
computationally intensive. To address this, we can employ
techniques to obtain the combination weights (w) using
the modified deflection coefficient. The modified deflection
coefficient is a technique used to determine the weights for
collaborative decision-making among the SARs. It is defined
as follows:

d2
N(w) � (E[�CPS|H1]− E[�CPS|H0])2

Var[�CPS|H1]

= fs(TD − Ntr)
(
wTγ

)2
wTCw

(20)

Since the deflection coefficient is closely related to the SNR,
maximizing it can lead to improved detection performance
for a given probability of false alarm. Therefore, we aim
to maximize the squared deflection coefficient, denoted as
d2
N(w), while imposing a constraint on the normalized norm
of the weight vector.

max
w

: d2
N(w) (21a)

s.t.: ‖w‖22 = 1. (21b)

After simplification, d2
N(w) can be rewritten as below from

the available results originated from Rayleigh theorem [33],

d2
N(w) = fs(TD − Ntr)w′TC− T

2 γ γ TC− 1
2 w′

w′Tw′
≤ fs(TD − Ntr)λmax

(
C−

T
2 γ γ TC−

1
2

)
, (22)

where w′ � C
1
2 w. Considering the fact that equality for the

above inequality will be held when w′ equals the eigenvector
corresponding to the maximum eigenvalue,

w′opt = C− T
2 γ =⇒ wopt = C−1γ

‖C−1γ ‖ . (23)

While this method may result in slight performance degra-
dation, it is widely used in the statistical signal processing
literature to evaluate detector performance due to its lower
computational complexity.
Next, we will evaluate the convexity of the optimization

problem Eq. (19) with respect to the threshold (η). It is
important to note that sensing quality is of paramount
importance in OSA networks. Therefore, the problem should
be solved while considering the sensing performance con-
straints (24) and (25), which can be formulated as follows:

Pf = Q
(
αf
)

< 0.5 =⇒ αf > 0 (24)

Pd = Q(αd) > 0.5 =⇒ αd < 0. (25)

Streamlining the above constraints gives rise to,

ηsL < η < ηsH (26)

where,

ηsL �
fs(TD − Ntr)σ 2

z γ TC−11

‖C−1γ ‖ (27)

ηsH �
fs(TD − Ntr)γ TC−1

(
σ 2
x h+ σ 2

z 1
)

‖C−1γ ‖ (28)

Should there be a feasible set including at least one feasible
point that all of the constraints be satisfied, the problem will
be a convex optimization problem that can be readily solved
with the available convex optimization problem solvers such
as CVX in MATLAB [34]. In order to prove that the
constraints form a convex set, it is necessary and sufficient to
show that the constraints are convex functions with respect
to η. In this regard, the convexity of constraint (19b) is
discussed in Appendix C. The convexity of (19c) is proved
through the following lemma.
Lemma 1: Provided that (η) = π0et

∂2Pf
∂η2 +π1et

∂2Pd
∂η2 > 0

and max(η,1
L , η

,2
L ) < η < min(η,1

H , η
,2
H ), ϒ(η) is convex

with respect to η. Where η
,1
L , η

,2
L , η

,1
H and η

,2
H are defined

in (58) and (63).
Proof: See Appendix D.
By defining ef � es + er + ec, x(η) � (1 − Pf(η)) and

y(η) � (1− Pd(η)) in order to simplify analysis, concavity
of cost function (19a) can be proved through the following
lemma,
Lemma 2: The cost function (19a) is concave with respect

to η if �1(η) < 0, �2(η) < 0, and η�
L < η < η�

H .
Where, �1(η), �2(η), and (η�

L , η�
H ) are defined in (67), (68),

and (75), respectively.
Proof: Refer to Appendix E.
Therefore, the constraints and optimization problem can

be reformulated on the mentioned convex sets as follows,
Problem: P ′A

max
η,w0

π0Ct
Tt
TF

(1− Pf(η))ϒ(η) (29a)

s.t.: (1− Pd(η))ϒ(η) ≤ P̄c (29b)

ϒ(η) < 1 (29c)

�1(η) < 0 (29d)

�2(η) < 0 (29e)

(η) > 0 (29f)

ηlow < η < ηup (29g)

where ηlow and ηup are,

ηlow � max
(
ηsL, η

,1
L , η

,2
L , η�

L

)

ηup � min
(
ηsH, η

,1
H , η

,2
H , η�

H

)
. (30)

Regarding constraint (29b), value of P̄c plays an important
role and both of the constraints (29b) and (29c) must be
considered together. We note that (1 − Pd(η))ϒ(η) and
ϒ(η) are respectively increasing and decreasing functions
of η (See Appendix B for the proof). Now if P̄c > (1 −
Pd(η)), then (ϒ(η) < 1) causes limitation for threshold
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and is dominant. In this case, satisfying (29c), automatically
satisfies (29b), otherwise if P̄c < (1−Pd(η)), then condition
(1 − Pd(η))ϒ(η) ≤ P̄c would be dominant and it ensures
us that (29c) is also satisfied. Since, (1 − Pd(η))ϒ(η) and
ϒ(η) are respectively increasing and decreasing functions
of η, we can simplify them to η < ηthc and η > ηthϒ that
ηthϒ is defined as ϒ(ηthϒ) = 1 and ηthc is threshold where
(1− Pd(ηthc ))ϒ(ηthc ) = P̄c.
So, two cases are considered. When, P̄c > (1 − Pd(η)),

instead of (29b) and (29c) inequality η > ηthϒ is replaced
and if P̄c is so that P̄c < (1− Pd(η)), these two constraints
are replaced by η < ηthc . Now, considering constraints (29b)
and (29c) together, we may address both of them in one
conditional constraint as,{

ηlow < η < min
(
ηthc , ηup

); if P̄c ≤ (1− Pd(η))

max
(
ηlow, ηthϒ

)
< η < ηup; if P̄c > (1− Pd(η))

(31)

In other words, should P̄c ≤ (1− Pd(η)), (29d) will be
the dominant constraint and satisfies (29c), and vice-versa.
Problem: P ′′A

max
η

: π0Ct
Tt
TF

(1− Pf(η))ϒ(η) (32a)

s.t.: �1(η) < 0 (32b)

�2(η) < 0 (32c)

(η) > 0 (32d){
ηlow < η < min

(
ηthc , ηup

); if P̄c ≤ (1− Pd(η))

max
(
ηlow, ηthϒ

)
< η < ηup; if P̄c > (1− Pd(η))

(32e)

Now, it is evident that the above optimization problem is a
convex problem on η, the optimal values for the parameters
η and N can be readily obtained through Algorithm 1.
Remark 2: Increasing the SNR of SARs, as per equa-

tion (7b), enhances the probability of detection (Pd). In
simpler terms, a higher SNR results in a monotonically
increasing Pd. Consequently, maintaining P̄c constant, higher
SNR leads to a reduced decision threshold (η). Conversely,
the average energy harvesting efficiency function ϒ(η)

decreases with the threshold. As SNRs increase, ϒ(η)

reaches its maximum which is 1, removing threshold
constraints and moving towards an energy-surplus regime.
Additionally, for lower γi or SARs’ SNR values, a large
collaborating user count N ensures a high collective proba-
bility of correct decisions, supporting the earlier argument. In
practical scenarios with numerous SARs interested in OSA
and normal SNRs, ηlow < ηup is maintained, ensuring a
non-empty feasibility set.

B. ENERGY-SURPLUS MODE
Now, provided that (ϒ(N,w, η) ≥ 1), the upper bound of
P(At = 1) will be 1. Consequently, the average throughput
and the constraints are similar to the conventional OSA
networks without energy harvesting ability. Therefore, by
using the upper bound of inequality (14) in (18) and (17),
the optimization problem over the energy-surplus mode can
be formulated as follows,

Algorithm 1 Maximization of Throughput for Energy-
Deficit Mode

Data: R0 = 0 and Nmax = TD
tr
− 1

Result: Ropt, Nopt, ηopt
for N = 1:Nmax do

M← fs(TD − Ntr) based on (2);
wopt ← C−1γ

‖C−1γ ‖ based on (23);

for ηN = ηlow:ηup do
R(ηN)← π0Ct

Tt
T (1− Pf(η))ϒ(η);

if R(ηN) > R0 then
Ropt ← R(ηN);
Nopt ← N;
ηopt ← ηN ;

end
R0 ← Ropt

end
end

Problem: PB
max
N,w,η>0

: π0Ct
Tt
TF

(1− Pf(N,w, η)) (33a)

s.t.: (1− Pd(N,w, η)) ≤ P̄c (33b)

‖w‖22 = 1 (33c)

1 ≤ N ≤ Nmax (33d)

w  0, (33e)

Indeed, minimizing the false alarm probability can lead to
higher throughput. However, it is crucial to also consider
the sensing quality and interference probability. Thus, the
optimization problem can be reformulated as follows:
Problem: P ′B

min
w,η>0,M

: Pf(M,w, η) (34a)

s.t.: (1− Pd(N,w, η)) ≤ P̄c (34b)

‖w‖22 = 1 (34c)

trfs ≤ M ≤ fs(TD − Ntr) (34d)

w  0 (34e)

Equation (34b) is the constraint over the threshold parameter
(η) which could be simplified to η ≤ ηopt. Where,

ηopt � Q−1(1− P̄c)
√
Mσ 4

v wTCw+MwT
(
σ 2
x h+ σ 2

z 1
)
.

(35)

Also, in (34e), w  0 means all of the elements of w are
greater than zero.
Since Pf(η) is a decreasing function of η, ηopt is the maxi-

mum value of η which satisfies the constraints and minimizes
the objective function of the optimization problem (34). So,
the optimization problem can be streamlined as

min
w,M

: Q

(
Q−1

(
1− P̄c

)√
Mσ 4

v wTCw+Mσ 2
x w

Th√
Mσ 4

v wTw

)
(36a)

s.t.: fstr ≤ M ≤ fs(TD − Ntr) (36b)
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‖w‖22 = 1 (36c)

w  0 (36d)

Since solving the proposed optimization problem is com-
putationally complex, we suggest employing a sub-optimal
method to find an approximate global minimum. Instead of
directly minimizing the objective function, we can minimize
an upper bound of the objective function. Utilizing the
Rayleigh-Ritz theorem and considering (36c), we can make
use of the fact that Q−1(1− P̄c) < 0, as P̄c < 1

2 . Therefore,
we obtain:

Q

(
Q−1

(
1− P̄c

)√
Mσ 4

v wTCw+Mσ 2
x w

Th√
Mσ 4

v wTw

)

≤ Q
(
Q−1(1− P̄c)√λmax(C)+M′wTγ

)
(37)

where M′ �
√
M and λmax(C) denotes the maximum

eigenvalue of C. Assuming SNRs are sorted in descending
order so that γ1 ≥ γ2 ≥ · · · ≥ γN , λmax(C) is equal to 1+
2γ1. Minimizing the upper bound of the objective function,
an accurate approximation of the optimal solution for the
original problem is achieved. Thus, the new optimization
problem is rewritten as follows,
Problem: P ′′B
min
w,M′

: f
(
M′,w

)
� Q

(
Q−1(1− P̄c)√1+ 2γ1 +M′wTγ

)
(38a)

s.t.:
√
trfs ≤ M′ ≤

√
fs(TD − Ntr) (38b)

‖w‖22 = 1 (38c)

w  0 (38d)

Relaxing M′ to be a continuous parameter, the convexity of
this optimization problem with respect to w and M′ can be
proved through the following lemma:
Lemma 3: The optimization problem (38) is convex with

respect to M′ and coefficient vector w if Pf(M,w) ≤
Q( 1

−Q−1(1−P̄C)
√

1+2γ1+
√

(Q−1(1−P̄C))2(1+2γ1)+2
).

Proof: See Appendix F.
In order to find the optimal values of w and N the desired

convex optimization problem (38), Algorithm 2 is presented.
It should be pointed out that the optimal values of w in
each step of Algorithm 2 can be achieved by using useful
convex optimization packages such as CVX in MATLAB.
Moreover, considering M′ = √M, Nopt could be obtained as
follows,

Nopt =
⌊
TD
tr
− M′2opt

fstr

⌉
(39)

IV. NUMERICAL RESULTS AND DISCUSSION
In this section, we evaluate the proposed method and
optimization problems through simulations. The values of the
parameters used for the simulation are provided in Table 2.
The channel gains between the PU and the SARs are

assumed to be slow and flat, following a standard complex
Gaussian distribution with σ 2

z = 1. We assume that the

Algorithm 2 Maximization of Throughput for Energy-
Surplus Mode

Data: f0 = ∞ and Nmax = TD
tr
− 1

Result: fopt,wopt,M′opt
for N = 1:Nmax do

M← fs(TD − Ntr) based on (2);
M′ ← √M;
wN ← the optimal value of w;
if fN(M′,w) < f0 then

fopt ← fN(M′,w);
wopt ← wN ;
M′opt ← M′;

end
f0 ← fopt(M′,w)

end

TABLE 2. Parameters for numerical simulations.

spectrum sensing operates in the low SNR regime, where
σ 2
s = 0.2.
To simulate the cost function and constraints of the

problem (29), we select an arbitrary SAR to access the
spectrum whenever the PU’s state is determined to be idle
by the FC. We separately simulate the average throughput of
each user participating in the cooperative spectrum sensing
in both the energy-surplus and energy-deficit modes.
In the energy-deficit mode, we study the behavior of

the objective function and constraints of the optimization
problem (29) with respect to the decision threshold (η) for
different numbers of SARs. Figures 2 to 7 present the results.

Figure 2 illustrates the local throughput function of each
SAR for seven different numbers of SARs (N = 17, . . . , 23)

that cooperate to sense the spectrum. The curves are
obtained through both analytical analysis and Monte Carlo
simulations. The simulations align well with the analysis
curves. It is observed that there is a wide range of η

values over which the curves exhibit concave behavior. As
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FIGURE 2. The throughput of each SAR for energy-deficit mode (29a) versus
detection threshold when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

FIGURE 3. The probability of interference with the PU (29b) versus detection
threshold for different number of SARs when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

the number of cooperating SARs increases, the number
of samples gathered during the spectrum sensing interval
decreases. This results in a decrease in the optimum decision
threshold, as evident in the figure. Additionally, due to the
trade-off between the number of SARs and the spectrum
sensing interval, the throughput of the SARs reaches its
maximum value at N = 19 and decreases for other values
of N.
The probability of interference in the energy-deficit mode

is illustrated in Figure 3. As seen, for the values of η which
satisfy the constraints (29b), (1 − Pd(η))ϒ(η) is a convex
function with respect to the decision threshold. In Figure 4,
the normalized energy arrival rate for different numbers
of SARs is depicted with respect to η. It is obvious that
the constraint (ϒ(η) ≤ 1) is satisfied and the specified
convex set determines the interval over which ϒ(η) is a
convex function with respect to η for different number of
SARs. The constraint elicited from lemma 1, (η) > 0,
versus η is demonstrated in Figure 5. Apparently, over

FIGURE 4. The normalized energy arrival rate versus detection threshold for
different numbers of SARs when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

FIGURE 5. Constraint (29f) versus detection threshold for different number of SARs
when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

the interval of η mentioned as convex set in the figure,
(η) meets the constraints (η) > 0 and ∂2(η)

∂η2 < 0.
The constraints extracted from lemma 2, �1(η) < 0 and
�2(η) < 0, are illustrated in Figures 6 and 7, respectively.
The same as previous constraints, these figures prove that
over the intervals mentioned as a convex set the inequalities
�1(η) < 0 and �2(η) < 0, and their convexity are satisfied
for different numbers of SARs. To sum up, Figures 2–7
verify the accuracy of the analyses and convexity of the
optimization problem (29).
In the case where the available energy in the battery is

sufficient (ϒ(η) > 1), the sensing operation follows a similar
approach to OSA networks. Figure 8 illustrates the local
throughput of each SAR as a function of variables M′ and
wTγ for different values of σ 2

s . The figure confirms that the
throughput is a concave function with respect to both M′
and the weight coefficient vector w. As expected, increasing
the value of σ 2

s leads to improved sensing performance and
higher throughput accordingly.
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FIGURE 6. Constraint (29d) versus detection threshold for different number of SARs
when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

FIGURE 7. Constraint (29e) versus detection threshold for different number of SARs
when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

FIGURE 8. Local opportunistic throughput versus M ′ and wT γ in different values of
σ 2

s when TF = 10 ms.

We proceed to compare the ROC curves of the proposed
system for both the energy-deficit and energy-surplus modes.
Since the SARs are connected to a finite capacity battery,
the sensing performance is affected by the normalized arrival
energy factor, ϒ(η). Figure 9 displays the ROC curve of the
proposed energy harvesting system under the energy-deficit

FIGURE 9. Probability of accessing idle spectrum versus probability of accessing
the occupied spectrum for energy-deficit mode when σ 2

s = 0.2, TF = 10 ms, Tt = 5 ms.

FIGURE 10. Different ROCs by varying number of SARs when σ 2
p = 0.2 and

TF = 10 ms in surplus mode.

mode. It is evident from the figure that when the available
energy in the battery is insufficient, the system’s performance
deteriorates significantly.
By comparing Figures 2 and 8, it can be observed that the

deficiency of energy leads to a decrease in the throughput of
each SAR to approximately half of the optimum throughput
achievable in the energy-surplus mode.
Figure 10 presents the ROC of the system in the energy-

surplus mode for different numbers of SARs. Due to the
trade-off between the number of SARs and the sensing
interval, the system’s performance improves as the number
of SARs increases from 14 to 15. However, from 15 to
20, the performance starts to degrade. Overall, the best
sensing performance, regardless of the amount of consumed
energy, is achieved when N = 15. However, considering the
limitation of available energy, the optimum number of SARs
for maximizing throughput is found to be N = 19.

Finally, we have compared different ROC curves of the
proposed system model for two different weighting vectors
in Figure 11. This figure provides Pd(η) versus Pf(η) for the
obtained weighting vector wopt in (23) and the equal gaining
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FIGURE 11. Comparison between ROCs for different numbers of users and weight
coefficient vector, when σ 2

p = 0.2 and TF = 10 ms.

FIGURE 12. The comparison of EE in energy-surplus mode against normalized
transmission time between the proposed algorithm and algorithms EH-CCRN in [23]
and OSA-ES [24], OP-QMF [25], TO-HDA in [26] for N = 20, TF = 10 ms.

vector weq � 1
N 1. It is clear that the area under the curve

with Nopt = 19 and wopt is larger than the others. Therefore,
numerical results verify the improvement of the proposed
model compared with the conventional models.
Figure 12 presents a comparison of EE in energy-deficit

mode between our proposed algorithm and the algorithms
EH-CCRN [23], OSA-ES [24], OP-QMF [25], and TO-
HDA [26] with parameters set to N = 20 and TF =
10 ms. Initially, for short transmission time slots where our
proposed algorithm faces the decision of energy harvesting or
transmission, it exhibits lower EE compared to the other two
algorithms. However, as the transmission duration increases,
the EE of our proposed algorithm shows improvement, even-
tually surpassing the performance of the other algorithms.
In addition, in Figure 13, we analyze the normalized

achievable throughput as SE for different numbers of users
in energy-surplus mode, comparing our proposed algorithm
with the algorithms EH-CCRN, OSA-ES, OP-QMF, and
TO-HDA while setting Tt = 5 ms and TF = 10 ms. Notably,

FIGURE 13. The comparison of achievable throughput as SE for different numbers
of users in energy-surplus mode between the proposed algorithm and algorithms
EH-CCRN [23], OSA-ES [24], OP-QMF [25], TO-HDA [26] for Tt = 5 ms, TF = 10 ms.

our proposed algorithm enhances network throughput as the
number of collaborating users increases, primarily due to
improved detection accuracy. However, beyond a certain
point, an interesting trend emerges: the throughput begins
to decrease. This is attributed to the fact that increasing
the number of collaborating users does not further enhance
detection probability, yet it consumes additional energy.
Consequently, this energy consumption leaves the SARs with
less power for their own transmissions, resulting in reduced
network throughput.

V. CONCLUSION
In this paper, we investigated an energy-harvesting wireless
network where multiple SARs perform CSS to make deci-
sions regarding the presence of PU within a limited time
duration. Based on the CSS outcomes and the amount of
energy stored in their batteries, the SARs can either remain
active during this time frame or stay in sleep mode. Given
the constraints of the limited time duration for CSS and the
available energy resources, we formulated an optimization
problem aimed at maximizing the throughput of each SAR
while maintaining a specified interference probability level.
We explored this optimization problem in both energy-deficit
and energy-surplus scenarios.
For both modes, we applied convex optimization tech-

niques to determine the optimal number of SARs, weighting
vectors, and decision thresholds. This approach allowed us
to achieve globally optimum values for these optimization
parameters and the throughput function. Our numerical
results in the energy-deficit mode revealed the existence
of an interval where a pair of (Nopt, ηopt) and the corre-
sponding optimal weight vector wopt could be identified to
maximize the throughput function. Similarly, in the energy-
surplus mode, simulations demonstrated the presence of a
specific point that maximized the throughput for each SAR.
Therefore, our proposed scheme not only outperforms other
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approaches in terms of EE but also enhances achievable
throughput and SE significantly.

APPENDIX
A. DERIVATIVES OF THE PROBABILITIES
First, second, and fourth-order derivatives of probabilities of
false alarm and detection can be derived and simplified as
follows,

∂Pf
∂η
= −e− α2f

2√
2πMσ 4

z

< 0,
∂Pd
∂η

= −‖C−1γ ‖e− α2
d
2√

2πMσ 4
z γ TC−1γ

< 0 (40)

∂2Pf
∂η2
= αf e−

α2f
2√

2πMσ 4
z

> 0,
∂2Pd
∂η2

= ‖C−1γ ‖2αde−
α2
d
2√

2πMσ 4
z

(
γ TC−1γ

) < 0 (41)

∂4Pf
∂η4
=
(
α2
f − 3

)
αf e−

α2
f
2

√
2π
(
Mσ 4

z

)2 =
(
α2
f − 3

)
Mσ 4

z

∂2Pf
∂η2

(42)

∂4Pd
∂η4
= ‖C

−1γ ‖4(α2
d − 3

)
αde−

α2
d
2

√
2π
(
Mσ 4

z γ TC−1γ
)2

= ‖C
−1γ ‖2(α2

d − 3
)

Mσ 4
z γ TC−1γ

∂2Pd
∂η2

(43)

B. FUNCTION (1 − PD(η))ϒ(η) IS AN INCREASING
FUNCTION
We observe that

(1− Pd(η))ϒ(η) = esaved(1− Pd(η))

es + er + ec + etPfree (44)

Additionally,

∂Pfree
∂η
= ∂

∂η
(π0(1− Pf(η))+ π1(1− Pd(η))) (45)

= −π0
∂Pf(η)

∂η
− π1

∂Pd(η)

∂η

Therefore, the first derivative of (1 − Pd(η))ϒ(η) can be
expressed as in (46), as shown at the bottom of this
page. After simplification and referring to (42), it can be

reformatted and expressed as (47), as shown at the bottom
of this page. It is noteworthy that, based on (24) and (25)
and considering practical scenarios, Pf and Pd are large and
small, respectively. Thus, (1 − Pd) < (1 − Pf). This also

implies that e−
α2
f
2√

2πMσ 4
z

<
‖C−1γ ‖e−

α2
d
2√

2πMσ 4
z γ TC−1γ

, and therefore the

second term in the numerator is negligible compared to the
first one, and the numerator is positive for practical cases.
This concludes that this function is an increasing function
of η.

C. CONVEXITY OF FUNCTION (1 − PD(η))ϒ(η)
Streamlining constraint (19b) gives rise to the below
inequality,

�(η) ≤ 0. (48)

Where,

�(η) � (1− Pd(η))
(
esaved − π1etP̄c

)
− P̄cef − P̄c(etπ0)(1− Pf(η)) (49)

Second derivative of �(η) equals to − ∂2Pd
∂η2 (esaved−π1etP̄c)+

∂2Pf
∂η2 (π0etP̄c) which provided that esaved > π1etP̄c, is
obviously positive considering the sign of probabilities in
Appendix A. So, the obtained condition results in the
convexity of constraint (19b) with respect to η.

D. CONVEXITY OF ϒ(η)

Inequality ϒ(η) < 1 can be simplified as,

esaved − ef − π0et(1− Pf(η))− π1et(1− Pd(η)) ≤ 0 (50)

double differentiating from the left side of this inequal-
ity yields

(η) = π0et
∂2Pf
∂η2
+ π1et

∂2Pd
∂η2

(51)

It is obvious that (19c) would be a convex set, if and
only if (η) > 0. Also, we should prove that the new
constraint provides a convex set too. In this regard, the
second derivative of (50) is

∂2(η)

∂η2
= π0et

∂4Pf
∂η4
+ π1et

∂4Pd
∂η4

(52)

which should be negative because of convexity of −(η).
Assuming α2

f < 1, which is a practical assumption, α2
f − 3

is negative. So, (η) > 0 can be rewritten as,

∂

∂η
(1− Pd(η))ϒ(η)) = esaved

(
− ∂

η
Pd(η)

)
{es + er + ec + etPfree} −

(
∂
η
Pfree(η)

)
){1− Pd(η))}

(es + er + ec + etPfree)2
(46)

= esaved

‖C−1γ ‖e−
α2
d
2√

2πMσ 4
z γ TC−1γ

(es + er + ec + etπ0(1− Pf))− etπ0(1− Pd) e−
α2f
2√

2πMσ 4
z

(es + er + ec + etPfree)2
> 0 (47)
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π0et
∂2Pf
∂η2

(
α2
f − 3

)
Mσ 4

z
< −π1et

∂2Pd
∂η2

(
α2
f − 3

)
Mσ 4

z
(53)

Using (42) we have,

π0et
∂4Pf
∂η4

< −π1et
∂2Pd
∂η2

(
α2
f − 3

)
Mσ 4

z
(54)

Relaxing constraint ∂2(η)

∂η2 < 0 by replacing the upper bound

of π0et
∂4Pf
∂η4 from π0et

∂4Pf
∂η4 < −π1et

∂4Pd
∂η4 , the constraint

∂2(η)

∂η2 < 0 can be relaxed as,

(
α2
f − 3

)
<
‖C−1γ ‖2(α2

d−3
)

γ TC−1γ

⇒ η2(a)+ η(b)+ c < 0 (55)

wherein, a and b and c are defined in (56), as shown
at the bottom of this page.
Through straightforward yet tedious mathematical simpli-

fications (omitted for the sake of brevity), it can be seen that
� � b2

 − 4ac > 0, and the quadratic function has two
real solutions. Therefore, the interval that guarantees (55) is
η

,1
L < η < η

,1
H , where

η
,1
L �

−b −
√
b2
 − 4ac

2a

, (58)

η
,1
H �

−b +
√
b2
 − 4ac

2a

. (59)

In addition, considering α2
f < 1 gives rise to

(‖C−1γ ‖2)η2 − (2Mσ 2
z ‖C−1γ ‖γ TC−11

)
η +

Mσ 4
z

[
M
(
γ TC−11

)2 − 2‖C−1γ ‖2
]

< 0 (60)

which results η
,2
L < η < η

,2
H where,

η
,2
L � Mσ 2

z
γ TC−11
‖C−1γ ‖ −

√
2Mσ 2

z (61)

η
,2
H � Mσ 2

z
γ TC−11
‖C−1γ ‖ +

√
2Mσ 2

z . (62)

So,

max
(
η

,1
L , η

,2
L

)
< η < min

(
η

,1
H , η

,2
H

)
(63)

provides a convex set of η for constraint (19c).
To sum up, under the assumption of (η) > 0 and (63),

ϒ(η) < 1 is a convex set and the lemma is proved.

E. CONCAVITY OF OBJECTIVE FUNCTION (19a)

According to (41) and (40), ∂2x(η)

∂η2 < 0, ∂x(η)
∂η

> 0, ∂2y(η)

∂η2 > 0

and ∂y(η)
∂η

> 0, and so, the second derivative of (19a), which
is shown in (57), as shown at the bottom of this page, is
sum of positive and negative terms. Therefore, if we prove
that one of the negative terms dominates the positive ones,
the concavity of (19a) will be concluded. To this end, we
aim to prove that,

∂2x

∂η2

(
ef + π1ety

)[
ef + π0etx+ π1ety

]

+2

(
π1etx

∂y

∂η

)[
π0et

∂x

∂η
+ π1et

∂y

∂η

]
< 0. (64)

Should we rewrite the inequality as,

∂2x

∂η2

(
ef + π1ety

)2 + π1etx(π0ety
∂2x

∂η2
+

2π1et(
∂y

∂η
)2)+ π0etx

(
ef

∂2x

∂η2
+ 2π1et

∂y

∂η

∂x

∂η

)
< 0, (65)

it can be readily observed if

�1(η) < 0, �2(η) < 0 (66)

where,

�1(η) � ef
∂2x

∂η2
+ 2π1et

∂y

∂η

∂x

∂η
(67)

�2(η) � ∂2x

∂η2

((
ef + π1ety

)2 + e2
t π1π0xy

)

a = ‖C−1γ ‖2
(

1− ‖C
−1γ ‖4

(γ TC−1γ )2

)
, b = 2Mσ 2

z ‖C−1γ ‖
(
‖C−1γ ‖4γ TC−1(γ + 1)(

γ TC−1γ
)2 − γ TC−11

)

c = M2σ 4
v

[(
γ TC−11

)2 − ‖C−1γ ‖4
(

1− γ TC−11
γ TC−1γ

)2]
+ 6Mσ 4

v ‖C−1γ ‖2
(‖C−1γ ‖2

γ TC−1γ
− 1

)
. (56)

π0Ct
Tt
TF(

ef + π0etx+ π1ety
)3 ×

⎛
⎜⎜⎜⎝

⎡
⎢⎢⎢⎣

−︷ ︸︸ ︷
∂2x

∂η2

(
ef + π1ety

)
−︷ ︸︸ ︷

−π1etx
∂2y

∂η2

⎤
⎥⎥⎥⎦
[
ef + π0etx+ π1ety

]+

2

⎡
⎢⎢⎣

+︷ ︸︸ ︷
π1etx

∂y

∂η

−︷ ︸︸ ︷
− ∂x

∂η

(
ef + π1ety

)
⎤
⎥⎥⎦
[

π0et
∂x

∂η
+ π1et

∂y

∂η

]
⎞
⎟⎟⎟⎠ (57)
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+2

(
π1et

∂y

∂η

)2

x, (68)

Inequality (65) will be held. Now, we will initially prove
that �1(η) < 0 provides a convex set, then considering
this constraint, convexity of �2(η) < 0 can be concluded.
Finally, the cost function (19a) would be concave under the
assumption of constraints in (66).
Same as previous sections, assuming �1(η) < 0, we prove

that �1(η) is a convex function with respect to η. Defining
�(η) � ∂2�1(η)

∂η2 , we have,

�(η) = ef
∂4x

∂η4
+ 4π1et

∂2y

∂η2

∂2x

∂η2
+ 2π1et

∂3y

∂η3

∂x

∂η

+ 2π1et
∂y

∂η

∂3x

∂η3
(69)

given the assumption (α2
f < 1) mentioned before in

Appendix C and using (42), we obtain

ef
∂2x

∂η2
< −2π1et

∂y

∂η

∂x

∂η
=⇒

− 2π1et
∂x

∂η

∂y

∂η

(
α2
f − 3

)
Mσ 4

z

<

(
α2
f − 3

)
Mσ 4

z
ef

∂2x

∂η2
= ef

∂4x

∂η4
(70)

Also, the terms ∂3x
∂η3 ,

∂2x
∂η2 ,

∂3y
∂η3 and ∂2y

∂η2 in (69) can be
streamlined as

∂2x

∂η2
= −αf√

Mσ 4
z

∂x

∂η
,

∂3x

∂η3
=
(
α2
f − 1

)
Mσ 4

z

∂x

∂η

∂2y

∂η2
= −‖C−1γ ‖αd√

Mσ 4
z

(
γ TC−1γ

) ∂y

∂η
,

∂3y

∂η3
= −‖C

−1γ ‖2(α2
d − 1

)
Mσ 4

z

(
γ TC−1γ

) ∂y

∂η
(71)

Using in (70) and (71), inequalities (72) and subse-
quently (73), as shown at the bottom of this page, are
obtained, where a� , b� and c� are defined in (74), as shown
at the bottom of this page. As through intricate mathematical
manipulations, it can be shown that �� � b2

�−4a�c� > 0,
obviously, (73) will hold if η�

L < η < η�
H , where

η�
L �

−b� −
√
b2
� − 4a�c�

2a�

, η�
H

�
−b� +

√
b2
� − 4a�c�

2a�

(75)

Now, after proving convexity of �1(η) < 0, we use it
to prove convexity of �2(η) < 0. Using �1(η) < 0, the
following inequality can be easily obtained,

2

(
π1et

∂y

∂η

)2

x
∂x

∂η
< −efπ1etx

∂2x

∂η2

∂y

∂η
(76)

By multiplying variable ∂x
∂η

in �2(η) < 0 and applying (76),
the inequality �2(η) < 0 can be relaxed by its obtained
upper bound as below,

∂x

∂η

∂2x

∂η2

((
ef + π1ety

)2 + e2
t π1π0xy

)
< efπ1et

∂2x

∂η2
x
∂y

∂η
(77)

By streamlining the above inequality we have,

∂x

∂η

[(
ef + π1ety

)2 + e2
t π1π0xy

]
− π1etef

∂y

∂η
x > 0. (78)

Using α2
f < 1, calculation indicates that this inequality

has no limitation from the lower bound while the upper
bound is restricted by η < η�

H similar to �1(η), and so, no
additional condition is added to the problem. Therefore, to
sum up, the obtained constraints for concavity of objective
function (19a), under the assumption of �1(η) < 0, �2(η) <

0 and max(η,2
L , η�

L ) < η < min(η,2
H , η�

H ), concavity of
R(η) on η is ensured.

�(η) >
2π1et
Mσ 4

z

[(
3− α2

f

)
+ 2αfαd‖C−1γ ‖√

γ TC−1γ
+
(
α2
d − 1

)‖C−1γ ‖2
γ TC−1γ

+
(
α2
f − 1

)] ∂x

∂η

∂y

∂η
(72)

2+ 2αfαd‖C−1γ ‖√
γ TC−1γ

+
(
α2
d − 1

)‖C−1γ ‖2
γ TC−1γ

> 0 =⇒ a�η2 + b�η + c� > 0 (73)

a� � ‖C−1γ ‖2
(

2+ ‖C
−1γ ‖2

γ TC−1γ

)

b� � −2‖C−1γ ‖
(
Mγ TC−1(σ 2

x h+ 2σ 2
z 1)
)
− ‖C

−1γ ‖2
γ TC−1γ

Mγ TC−1
(
σ 2
x h+ σ 2

z 1
)

c� � Mσ 4
z

[
2
(
γ TC−1γ

)
− ‖C−1γ ‖2

]
+ 2M2σ 2

z

(
γ TC−11

)[
γ TC−1

(
σ 2
x h+ σ 2

z 1
)]
+ ‖C−1γ ‖2M2

[
γ TC−1

(
σ 2
x h+ σ 2

z 1
)]2

γ TC−1γ
(74)

1444 VOLUME 5, 2024



H = 1√
2π

( (
wTγ

)2
ξ exp

(−ξ2/2
) −γ T exp

(−ξ2/2
)[

1−M′(wTγ
)
ξ
]

−γ exp
(−ξ2/2

)[
1−M′(wTγ

)
ξ
]

M′2ξ exp
(−ξ2/2

)(
γ γ T

)
)
=
(
a bT

b D

)
(79)

F. CONVEXITY OF OPTIMIZATION PROBLEM (40)
According to [34], should the Hessian matrix defined as
H � ∇2f (M′,w) be positive semi-definite, g(M′,w) = Q(ξ),
where ξ � Q−1(1 − P̄C)

√
1+ 2γ 1 + M′wTγ , is a convex

function on M′ and w. The Hessian matrix is calculated
in the terms of M′ and w in (79), as shown at the top of
this page. Since a is positive, the Hessian matrix, H, should
be positive semi-definite matrix if and only if its Schur
complement, S � aD−bbT

a , is positive semi-definite [34].
Thus, the following constraint should be held,

M′2γ γ Tξ exp
(−ξ2/2

)
√

2π
− γ γ T exp

(−ξ2
)(
M′ξwTγ − 1

)2
√

2π
(
wTγ

)2 exp
(−ξ2/2

)
ξ
� 0

which could be streamlined into (2M′ξwTγ − 1)γ γ T � 0.
Because the rank of the matrix γ γ T is 1, all of its eigenvalues
is zero except the maximum one. So, γ γ T is a PSD matrix
and we should merely ensure that 2M′ξwTγ − 1 ≥ 0 or

2M′ξwTγ − 1 ≥ 0⇒ ξ ≥ 1

2M′wTγ
0. (80)

Using (37) and the fact that Q-function is a decreas-
ing function on its parameter, we simplify (80) to
Pf(M,w) ≤ Q( 1

2M′wTγ
). So, we should find a lower bound

for Q( 1
2M′wTγ

) to ensure that Pf(M,w) is lower than this
term. To this end, using (80) we can write,

2M′wTγ
(
Q−1(1− P̄C)√1+ 2γ 1 +M′wTγ

)
≥ 1

So, we obtain

2Q−1(1− P̄C)√1+ 2γ 1

(
M′wTγ

)

+2
(
M′wTγ

)2 − 1 ≥ 0 (81)

which is a quadratic function of M′wTγ . It can be easily
shown that the inequality can be solved as,

2M′wTγ ≥ −Q−1(1− P̄C)√1+ 2γ 1

+
√(

Q−1(1− P̄C)
)2(

1+ 2γ 1
)+ 2 (82)

Therefore, using (82) and Pf(M,w) ≤ Q( 1
2M′wTγ

),

Pf(M,w) ≤ Q
⎛
⎝ 1

−Q−1(1−P̄C)
√

1+2γ 1+
√
(Q−1(1−P̄C))

2
(1+2γ 1)+2

⎞
⎠ (83)

can be concluded which makes the objective function of the
optimization problem to be convex.
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