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ABSTRACT 

A self-organizing multisensor fusion algorithm to classify the inputs (data or images) 
into classes (targets, backgrounds) is presented. The algorithm forms clusters and is 
trained without supervision. The clustering is done on the basis of the statistical 
properties of the set of inputs. The algorithm is a self-organizing algorithm, since it 
has the ability to form and adjust the number of clusters without being given the 
correct number of clusters. This algorithm implements a clustering algorithm that is 
very similar to the simple sequential leader clustering algorithm and the 
Carpenter/Grossberg net algorithm (CGNA). The algorithm differs from CGNA in 
that (1) the data inputs and data pointers may take on real values, (2) it features an 
adaptive mechanism for selecting the number of clusters, and (3) it features an 
adaptive threshold. The algorithm does not require the number of classes been 
known apriori. The problem of threshold selection is considered and the convergence 
of the algorithm is shown. An example is given to show the application of the 
algorithm for multisensor fusion for classifying targets and backgrounds, and the 
results of using this algorithm is compared to the results of using K-nearest neighbor 
algorithm. 

INTRODUCTION 

One of the very important, fundamental problems in computer vision is the 
classification problem. Many classification algorithms have been developed (1-14) 
over the past several years using a variety of approaches and implementations. Some 
of the problems facing a number of the current classification algorithms include the 
requirement of supervision, threshold selection, and computation time. 
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A self-organizing multisensor fusion classification algorithm for classifying 
multitarget, multi-background images is presented here. The algorithm is a self­
organizing algorithm, since it forms clusters and is trained without supervision. It 
uses multi-sensors to improve overall performance and provides a method for 
adaptively selecting the thresholds. The algorithm gives solutions to some of the 
problems facing the current classification algorithms include the number of classes 
being known apriori, the requirement of supervision, threshold selection, and 
computation time. 

A Self-Organizing Multisensor Fusion Classification Algorithm 

The multisensor fusion classifier (MFC) algorithm presented here is a self 
organizing algorithm that forms clusters and is trained without supervision (see Box 
1). This clustering is done on the basis of the intrinsic statistical properties of the set 
of inputs. The algorithm implements a clustering algorithm that is very similar to the 
simple sequential leader clustering algorithm described in (1) and the Carpenter/ 
Grossberg net algorithm (CGNA) described in (5). 

The algorithm starts by selecting the first cluster data pointer vector (FCDPV). 
This cluster data pointer (CDP) is a vector that has a size equal to the number of 
sensors which the input data comes from, and element i of (FCDPV) is related to the 
mean of the data coming from sensor i by a linear function. Element i of the input 
vector represents a data point from sensor i, and the size of the input vector is equal 
to the number of sensors used to collect the input data. The first input vector is 
compared to the FCDPV, and it is clustered with the first cluster if the distance to the 
FCDPV is less than a chosen threshold. Otherwise it is the data pointer for a new 
cluster. This process is repeated for all following input vectors. The algorithm differs 
from CGNA in that (1) the data inputs and data pointers may take on real values, (2) 
it features an adaptive mechanism for selecting the number of clusters, and (3) it 
features an adaptive threshold. These features and their implementation in the MFC 
algorithm are detailed in the following: 

(1) The elements of both inputs and stored cluster data pointers take on not only the 
values 0 and 1 as in CGNA but also any positive real values. 

(2) The number of clusters, which depends on both the distance metric used to 
compare inputs . to cluster data pointers and the threshold, is adjusted so it does 
not grow with time. The adjustment of the number of clusters is done by 
adjusting the number of cluster data pointers which is adjusted as such 
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v1 (k) = g(threshold, dkj) v1(k-1), j=l,2, ... ,nc (1) 

if 
V 1 (k) ~ n , then keep cluster data pointer # j (2) 

else 
disregard cluster data pointer # j (3) 

where Vj(k) denotes the number of input vectors in cluster j at stage k, <lag denotes 
the distance between the input vector at stage k (which is in cluster j) and 
the cluster data pointer #j, n is a chosen integer number which represents 
the minimum number of input vectors that must be clustered within cluster 
j, g(.) is a nonlinear decreasing function, and nc is the number of clusters 
classified so far. 

(3) The threshold of this algorithm ranges as such 

1 N N 
- L var (i) ~ Threshold ~ L var (i) 
N i=l i=l 

(4) 

where N is the number of the sensors used to collect the inputs data, var(i) is the 
variance of the data collected from sensor i. This range of the threshold 
was found by experience, and the best threshold is chosen Box 1. 

Self-Organizing Multisensor Fusion Classification Algorithm 

Step 1: Initialization 

Choose threshold (T) 

1 N N 
L var(i) ~ T ~ L var(i) 

N i=l i=l 

where var(i) denotes the variance of the data collected from sensor i and 
N is the number of sensors used to collect the data. 

Select the first cluster data pointer (DP1) 

DP1(i) = f (meani), i= 1,2, ... ,N 

135 



R. Mamlook and W.E. Thompson 

where f(.) is a linear function , meani is the mean of the data from sensor 
i, DP1(i) is the element i of the first cluster data pointer, and N is the 
number of sensors. 

Step 2: At stage k, apply a new input vector (INK). 

Step 3: Compute the minimum distances between the cluster data pointers and new 
k input vector (INK). 

d1 = iiDP1 - INKji
2

, j =1,2, ... ,nc 

where dj is the distance between input vector k and the cluster data pointer 
# j, INK is the k input vector, nc is number of clusters classified so far, 
DPj is the cluster data pointer #j, and 

d~ = minr dJ} 
j 

Step 4: Decision making 

If d~ < T then DP1(k) 

else DPnc+l = INK 

DP (k -1) + -
1
- (DP (k) - INK) 

; VJ(k) ; 

where Vj(k) denotes the number of input vectors in cluster j at stage k. 

Step 5: Repeat by going to step 2 if nc < M (M is a large chosen integer number) 
and not all inputs are clustered. 

Step 6: Adjust the numbers of cluster data pointers (equations: 1-3). 

Step 7: Go to step 2 if not all the inputs are clustered. 

Step 8: If the optimal threshold (satisfied equation 5) is found, stop, else go to 
step 1. such that the square error e is as such that 

nc 
e = L (var (i) - vardi) )2 < E 

i=l 
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where e is a positive arbitrary small value, var 1 (i) is the variance of the cluster i 
which is classified using Kohonen's algorithm (5), var(i) is the variance of the cluster 
i that is classified using this algorithm, and nc is the number of clusters classified 
using this algorithm. 

If at stage k the distance between the input vector (INK) and the cluster data 
pointer j (DPj) is less than the chosen threshold, then DPj will be adaptive as such 

DP1(k) = DP (k-1) + -
1
-(DP ·(k)- INK) 

1 Vf(k) 1 , 

j = 1,2, ... ,nc 

else 

DPnc+I =INK 

where Vj(k) denotes the number of input vectors in cluster j at stage k, and nc is 
number of clusters classified so far. Since the cluster data pointers DPj, j = 1 ,2, ... ,nc, 
converge to their optimal values, because the following Dvoretzky's conditions (15) 
are satisfied: 

~ _I__ = oo, ~ (-
1
-. )

2 

< oo, ~~nitial DP1il < oo, j=l,2, ... ,nc 
i=l Vf(i) i=l Vf(i) 

then this algorithm converges. 

APPLICATION 

To illustrate the application of the MFC algorithm presented here, consider the 
problem of classifying an image into targets and backgrounds. The algorithm starts 
by selecting the first cluster image data pointer vector (FCIDPV). This cluster image 
data pointer (CIDP) is a vector that has a size equal to the number of sensors which 
the input image data comes from, and element i of (FCIDPV) is related to the mean 
of the image data coming from sensor i by a linear function. Element i of the input 
vector represents an image data point from sensor i, and the size of the input image 
vector is equal to the number of sensors used to collect the input image data. The 
first input image vector is compared to the FCIDPV, and it is clustered with the first 
cluster if the distance to the FCIDPV is less than a chosen threshold. Otherwise it is 
the image data pointer for a new cluster. This process is repeated for all following 
input image vectors. The elements of both input image data and stored cluster image 
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data pointers take on the values from 0 to 255. The number of clusters, which 
depends on both the distance metric used to compare input image data to cluster 
image data pointers and the threshold, is adjusted so it does not grow with time. The 
adjustment of the number of clusters is done by adjusting the number of cluster 
image data pointers which is adjusted as in equation 1, equation 2, and equation 3. 
The threshold is selected as a function of the variance of the image data collected 
from sensor i, and the threshold is adjusted according to equation 5. Two sensors are 
used to collect data from an airport, and the MFC algorithm is first used to learn the 
background of the airport without targets (figure 1). Then the MFC is used to 
classify the data collected from the airport with targets (figure 2). The results of this 
classification process are shown in figure 3. Data points that belong to the clusters 
that have been learned using MFC (backgrounds in figure 1) are represented by 
black, and the others are represented by white. From figure 3 one can note that six 
targets have been classified, three detected and two backgrounds, one the airport and 
the other the airport surroundings. The MFC algorithm was used to classify two 
targets and one background (figures 4 and 5) and to classify one target and one 
background (figures 6 and 7). This configuration was used in order to compare the 

Fig. 1. The background of the airport to be learned using the MFC algorithm 
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Fig. 2. Multi-target and multi-background to be classifi~~ng th~ MFC algorithm 

Fig. 3. The result of using the MFC algorithm to classify multi-target and 
multi-background image 
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Fig. 4. Two targets and one background to be classified using the MFC algorithm 

Fig. 5. The result of using the MFC algorithm to classify two targets and 
one background 
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Fig. 6. One target and one background to be classified using the MFC algorithm 

Fig. 7. The result of using the MFC algorithm to classify one target and 
one background 

141 



R. Mamlook and W.E. Thompson 

performance of the MFC algorithm with that of the K-NN algorithm (9). This K-NN 
algorithm is used with a double window filter in which the inner window surrounds 
the target, and the outer window contains the background. The K-NN was also used 
to classify the targets and backgrounds in the airport image in figure 2 and the results 
can be seen in figures 8 and 9 for two targets and one background and in figures 10 
and 11 for one target and one background. Comparing the results of using K-NN 
algorithm and MFC algorithm, one can note that the results of using MFC algorithm 
are better, 2 to 3 times (computer time) faster than the K-NN algorithm and less 
noisy.. One can also note that the MFC algorithm can be used to classify one target 
and one background, and it gives good results (figure 7); it also gives good results 
when it is used to classify two targets and one background (figure 5), and it gives 
reasonable results when it is used to classify multi-target and multi-background 
images (figure 3). Using K-NN algorithm to classify two targets and one background 
gives good results (figure 9), it gives very good results when it is used to classify one 
target and one background (figure 11), and when it is used to classify multi-target 
and multi-background images it gives very noisy results and to find K neatest 
neighbors is time consuming, particularly for a large number of image data points. 

Fig. 8. Two targets and one background to be classified using the K-NN algorithm 
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Fig. 9. The result of using the K-NN to classify two targets and 
one background (K = 4) 

Fig. 10. One target and one background to be classified using the K-NN algorithm 

143 



R. Mamlook and W.E. Thompson 

Fig. 11. The result of using the K-NN algorithm to classify one target and 
one background (K=3) 

CONCLUSIONS 

Some of the advantages of the self-organizing multisensor fusion classification 
algorithm (Box 1) are: 

1. It does not require the number of classes being known apriori. 
2. It is a self-organizing classifier algorithm, since it has the ability to form and 

adjust the number of clusters without being given the correct number of clusters. 
3. It does clustering on the basis of the statistical properties of the set of inputs. 
4. It gives a solution to the problem of threshold selection. 
5. It adjusts the number of clusters so it does not grow with time. 
6. It converges. 
7. Its results are better 2 to 3 times (computer time) faster and less noisy than the 

results of using K-NN algorithm. 
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This algorithm still needs to be improved to deal with the issue of occlusion and 
obscuration. Comparing the result in figure 7 for one target and the result in figure 5 
for two targets which are near each other, one can note that the separation of 
individual targets is not perfect when multiple targets in an image are near each 
other. Also, targets may be obscured by or be partially hidden in shadows, dust, and 
smoke. 
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